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Consider the problem of scattering of electromagnetic waves by a doubly periodic Lipschitz structure. The medium above the structure is assumed to be homogenous and lossless with a positive dielectric coefficient. Below the structure there is a perfect conductor with a partially coated dielectric boundary. We first establish the well-posedness of the direct problem in a proper function space and then obtain a uniqueness result for the inverse problem by extending Isakov’s method. Copyright © 2009 John Wiley & Sons, Ltd.
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1. Introduction

The scattering theory in periodic structures has many applications in micro-optics, radar imaging and non-destructive testing. We refer to [1] for historical remarks and details of these applications. In this paper, we will consider the direct and inverse problems for electromagnetic scattering by a doubly periodic structure with a partially coated dielectric.

Physically, the propagation of time-harmonic electromagnetic waves (with the time variation of the form $e^{-i\omega t}$, $\omega > 0$) in a homogeneous isotropic medium in $\mathbb{R}^3$ is modeled by the time-harmonic Maxwell equations:

$$\text{curl} E - ikH = 0, \quad \text{curl} H + ikE = 0$$

Here, we assume that the medium is lossless, that is, $k$ is a positive wave number given by $k = \sqrt{\varepsilon / \mu}$ in terms of the frequency $\omega$, the electric permittivity $\varepsilon$ and the magnetic permeability $\mu$, which are assumed to be positive constants everywhere. Let the scattering profile be described by the doubly periodic surface

$$\Gamma = \{ x_3 = f(x_1, x_2) \mid f(x_1 + 2n_1 \pi, x_2 + 2n_2 \pi) = f(x_1, x_2) \forall n = (n_1, n_2) \in \mathbb{Z}^2 \}$$

of period $\Lambda = (2\pi, 2\pi)$. Consider the plane wave

$$E^i = pe^{ikx \cdot d}, \quad H^i = qe^{ikx \cdot d}$$

incident on $\Gamma$ from the top region $\Omega := \{ x \in \mathbb{R}^3 \mid x_3 > f(x_1, x_2) \}$, where $d = (x_1, x_2, -\beta) = (\cos \theta_1 \cos \theta_2, \cos \theta_1 \sin \theta_2, -\sin \theta_1)$ is the incident wave vector whose direction is specified by $\theta_1$ and $\theta_2$ with $0 < \theta_1 \leq \pi$, $0 < \theta_2 \leq 2\pi$ and the vectors $p$ and $q$ are the polarization directions satisfying that $p = \sqrt{\varepsilon / \mu} (q \times d)$ and $q \perp d$. 
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In this paper, we assume that the boundary \( \Gamma = \partial \Omega \) has a Lipschitz dissection \( \Gamma = \Gamma_D \cup \Sigma \cup \Gamma_I \), where \( \Gamma_D \) and \( \Gamma_I \) are disjoint, relatively open subsets of \( \Gamma \), having \( \Sigma \) as their common boundary. Suppose a perfect conductor is below \( \Gamma \) with partially coated dielectric on \( \Gamma_I \). The problem of scattering of time-harmonic electromagnetic waves in this model leads to the following problem:

\[
\begin{align*}
\text{curl curl } E - k^2 E &= 0 \quad \text{in } \Omega \\
\nu \cdot E &= 0 \quad \text{on } \Gamma_D \\
\nu \times E - i\omega (\nu \times E) &= 0 \quad \text{on } \Gamma_I \\
E &= E^i + E^s \quad \text{in } \Omega
\end{align*}
\]

where \( \nu \) is the unit normal pointing into \( \Omega \). Throughout this paper, we assume that \( \lambda \) is a positive constant and \( \Gamma_I \neq \emptyset \).

Let \( \mathbf{z} = (z_1, z_2, 0), \mathbf{z}' = (x_1, x_2, 0) \in \mathbb{R}^3 \), \( n = (n_1, n_2) \in \mathbb{Z}^2 \). We require the electric field \( E(\mathbf{x}) \) to be \( x \)-quasi-periodic in the sense that \( E(\mathbf{x}_1, \mathbf{x}_2, x_3) e^{-i\omega \cdot x} \) are \( 2n \) periodic with respect to \( x_1 \) and \( x_2 \), respectively. We also need a radiation condition in the \( x_3 \) direction such that \( E(x) \) can be composed of the incident wave \( E^i \) plus bounded outgoing plane waves \( E^s \) in the form of

\[
E^s(x) = \sum_{n \in \mathbb{Z}^2} E_n e^{i(x_3 + \beta_n x_3)} \quad \text{with } x_3 > \max f(x_1, x_2)
\]

where \( x_n = (z_1 + n_1, z_2 + n_2, 0) \in \mathbb{R}^3 \), \( E_n = (E_n^{(1)}, E_n^{(2)}, E_n^{(3)}) \in \mathbb{C}^3 \) are constant vectors and

\[
\beta_n = \begin{cases} 
(k^2 - |x_n|^2)^{1/2} & \text{if } |x_n| < k \\
 i(|x_n|^2 - k^2)^{1/2} & \text{if } |x_n| > k
\end{cases}
\]

with \( i^2 = -1 \). Furthermore, we assume that \( \beta_n \neq 0 \) for all \( n \in \mathbb{Z}^2 \). The series expansion in (6) will be considered as the Rayleigh series of the scattered field and the condition is called the Rayleigh expansion radiation condition. From the fact that \( \text{div } E^s(x) = 0 \) it is clear that

\[
x_n \cdot E_n + \beta_n E_n^{(3)} = 0
\]

The coefficients \( E_n \) in (6) are also called the Rayleigh sequence.

The direct problem is to compute the scattered field \( E^s \) in \( \Omega \) given the incident wave \( E^i \) and the diffraction grating profile \( \Gamma \) with the corresponding boundary conditions. Since only a finite number of terms in (6) are upward propagating plane waves and the rest are evanescent modes that decay exponentially with distance from the grating, we use the near-field data rather than the far-field data to reconstruct the surface. Thus, our inverse problem is to determine the profile \( \Gamma \) of the direct problem. These spaces will play a crucial role in the study of not only the direct problem but also the inverse problem.

Scattering of electromagnetic waves by a smooth doubly periodic structure has been studied by many authors using both integral and variational methods. See, e.g. [2–7] for the results on existence, uniqueness, and numerical approximations of solutions to the direct problems. The inverse problem in a smooth doubly periodic structure has been considered in [3, 8] for the case when \( \Gamma_I = \emptyset \). With a lossy medium (i.e. \( \text{Im}(k) > 0 \)) above the conductor, Ammari [3] proved a global uniqueness result for the inverse problem with one incident plane wave. For the case of lossless medium (i.e. \( \text{Im}(k) = 0 \)) above the conductor, a local uniqueness result was obtained by Xiao and Zhou in [8] for the inverse problem with one incident plane wave by establishing a lower bound of the first eigenvalue of the curl curl operator with the boundary condition (3) in a bounded, smooth convex domain in \( \mathbb{R}^3 \). The stability of the inverse problem was also studied in [8]. For inverse scattering problems by bounded obstacles, the reader is referred to [9, 10].

The result in [3] was based on the space \( H(curl, \Omega_{\partial b}) \) with the boundary value in the trace space \( H^1(\Gamma) \) in the case when \( \Gamma_I = \emptyset \) and \( \Gamma \) is smooth. If \( \Gamma \) is Lipschitz, the trace space on \( \Gamma \) of \( H(curl, \Omega_{\partial b}) \) was defined in [5] (see also the references there). The validity of the Hodge decomposition and integration by parts formula were also proved in [11] for non-periodic case. In this paper, we use the quasi-periodic vector space \( X(\Omega_{\partial b}, \Gamma) \) and its tangential trace space \( Y(\Gamma) \) on \( \Gamma_D \) introduced in [12, 13] to establish the well-posedness of the direct problem. These spaces will play a crucial role in the study of not only the direct problem but also the inverse problem. Our main results in this paper extend the results of [3, 12] to the case of a doubly periodic Lipschitz boundary with a partially coated dielectric. We first propose a variational formulation in a truncated domain by introducing a Dirichlet-to-Neumann map on an artificial boundary \( \Gamma_{b} \) and then use the Hodge decomposition to prove the existence of a unique solution to the direct scattering problem with the help of the Fredholm alternative. We are more interested in the inverse problem. In this paper, we use electric dipoles as incident waves to detect the unknown doubly periodic structure and establish a uniqueness theorem by employing Isakov’s method (see [14]). This result seems unsatisfactory in the practical sense since it requires the information on the scattered field associated with all the electric dipoles lying on \( \Gamma_b \).

The rest of the paper is organized as follows. In Section 2, we introduce some suitable quasi-periodic function spaces needed in the study of the direct problem and the Dirichlet-to-Neumann map on an artificial boundary \( \Gamma_{b} \) transforming the problem (2)–(6) into a boundary value problem in a truncated domain \( \Omega_{b} \). In Section 3, we establish the well-posedness of the direct problem, employing the variational method together with the Hodge decomposition and the Fredholm alternative. Section 4 is devoted to the uniqueness of the inverse problem.
2. Function spaces and the dirichlet-to-neumann map

In this section we introduce some function spaces needed to solve the scattering problem (2)-(5). We will also define the Dirichlet-to-Neumann map on an artificial boundary to truncate the unbounded domain of the scattering problem. Define

\[ \Gamma = \{x_3 = f(x_1, x_2) | 0 < x_1, x_2 < 2\pi\} \]
\[ \Gamma_b = \{x_3 = b | 0 < x_1, x_2 < 2\pi\} \]
\[ \Omega = \{x \in \mathbb{R}^3 | x_3 = f(x_1, x_2), 0 < x_1, x_2 < 2\pi\} \]
\[ \Omega_b = \{x \in \Omega | x_3 < b\} \]

We introduce the following scalar quasi-periodic Sobolev space:

\[ H^1(\Omega_b) = \left\{ u(x) = \sum_{n \in \mathbb{Z}^2} u_n \exp(i(\alpha_n \cdot x' + \beta_n x_3)) | u \in L^2(\Omega_b), \nabla u \in (L^2(\Omega_b))^3, u_n \in \mathbb{C} \right\} \]

Denote by \( H^{1/2}(\Gamma_b) \) the trace space of \( H^1(\Omega_b) \) on \( \Gamma_b \) with the norm

\[ \|f\|_{H^{1/2}(\Gamma_b)}^2 = \sum_{n \in \mathbb{Z}^2} |f_n|^2 (1 + |x_n|^2)^{1/2}, \quad f \in H^{1/2}(\Gamma_b) \]

where \( f_n = \langle f, \exp(i(\alpha_n \cdot x')) \rangle \) \( L^2(\Gamma_b) \) and write \( H^{-1/2}(\Gamma_b) = (H^{1/2}(\Gamma_b))^\prime \), the dual space to \( H^{1/2}(\Gamma_b) \).

We now introduce some vector spaces. Let

\[ H(\text{curl}, \Omega_b) = \left\{ E(x) = \sum_{n \in \mathbb{Z}^2} E_n \exp(i(\alpha_n \cdot x' + \beta_n x_3)) | E_n \in \mathbb{C}^3, E \in (L^2(\Omega_b))^3, \text{curl} E \in (L^2(\Omega_b))^3 \right\} \]

with the norm

\[ \|E\|_{H(\text{curl}, \Omega_b)}^2 = \|E\|_{L^2(\Omega_b)}^2 + \|\text{curl} E\|_{L^2(\Omega_b)}^2 \]

and let

\[ H_0(\text{curl}, \Omega_b) = \{E \in H(\text{curl}, \Omega_b), \nabla \times E = 0 \text{ on } \Gamma_b\} \]

Define

\[ X := X(\Omega_b, \Gamma) = \{E \in H(\text{curl}, \Omega_b), \nabla \times E |_{\Gamma_i} \in L^2(\Gamma_i)\} \]

with the norm

\[ \|E\|_{X}^2 = \|E\|_{H(\text{curl}, \Omega_b)}^2 + \|\nabla \times E\|_{L^2(\Gamma_i)}^2 \]

where \( L^2(\Gamma) = \{E \in (L^2(\Gamma))^3, \nabla \times E = 0 \text{ on } \Gamma\} \). For \( s \in \mathbb{R} \) define

\[ H^s(\text{curl}, \Gamma_b) = \left\{ E(x') = \sum_{n \in \mathbb{Z}^2} E_n \exp(i(\alpha_n \cdot x')) | E_n \in \mathbb{C}^3, e_3 \cdot E = 0, \sum_{n \in \mathbb{Z}^2} (1 + |x_n|^2)^{s}|E_n|^2 < +\infty \right\} \]

\[ H^s(\text{div}, \Gamma_b) = \left\{ E(x') = \sum_{n \in \mathbb{Z}^2} E_n \exp(i(\alpha_n \cdot x')) | E_n \in \mathbb{C}^3, e_3 \cdot E = 0, \sum_{n \in \mathbb{Z}^2} (1 + |x_n|^2)^s |E_n|^2 < +\infty \right\} \]

\[ H^s(\text{curl}, \Gamma_b) = \left\{ E(x') = \sum_{n \in \mathbb{Z}^2} E_n \exp(i(\alpha_n \cdot x')) | E_n \in \mathbb{C}^3, e_3 \cdot E = 0, \sum_{n \in \mathbb{Z}^2} (1 + |x_n|^2)^s |E_n|^2 + |E_n \times x_n|^2 < +\infty \right\} \]
and write $L^2(\Gamma_b) = H^0(\Gamma_b)$. Recall that

$$H^{-1/2}(\text{div}, \Gamma_b) = \{ e_3 \times E | \Gamma_b, E \in H(\text{curl}, \Omega_b) \}$$

and that the trace mapping from $H(\text{curl}, \Omega_b)$ to $H^{-1/2}(\text{div}, \Gamma_b)$ is continuous and surjective. The trace space of $X(\Omega_b, \Gamma_j)$ on the complementary part $\Gamma_D$ is

$$Y(\Gamma_D) = \{ f \in (H^{-1/2}(\Gamma_D))^3 | \exists \tilde E \in H_0(\text{curl}, \Omega_b) \text{ such that } \forall x \in E|_{\Gamma_j} \in L^2(\Gamma_j), v \times E|_{\Gamma_D} = f \}$$

which is a Banach space with the norm

$$\|f\|_Y(\Gamma_D) = \inf \{ \|E\|^2_{H(\text{curl}, \Omega_b)} + \|v \times E\|^2_{L^2(\Gamma_j)} : E \in H_0(\text{curl}, \Omega_b), v \times E|_{\Gamma_j} \in L^2(\Gamma_j), v \times E|_{\Gamma_D} = f \}$$

An equivalent norm to $\|\cdot\|_Y(\Gamma_D)$ is given by (see [12, 15])

$$\|f\|_1 = \sup_{\Phi \in X(\Omega_b, \Gamma_j)} \frac{|\langle f, \Phi \rangle|}{\|\Phi\|_{X(\Omega_b, \Gamma_j)}}$$

where, for $E \in H_0(\text{curl}, \Omega_b)$ satisfying that $v \times E|_{\Gamma_j} \in L^2(\Gamma_j)$ and $v \times E|_{\Gamma_D} = f$, we have

$$\langle f, \Phi \rangle = \int_{\Omega_b} \text{curl} \cdot \Phi - E \cdot \text{curl} \Phi \, dx - \int_{\Gamma_j} v \times E \cdot n\, ds(x), \quad \Phi \in X(\Omega_b, \Gamma_j)$$

(7)

In particular, $Y(\Gamma_D)$ is a Hilbert space and (7) can be considered as a duality between $Y(\Gamma_D)$ and its dual space $Y(\Gamma_D)'$. From (7) it can been seen that $\varphi \in Y(\Gamma_D)'$ can be extended as a function $\tilde \varphi \in H^{-1/2}(\Gamma)$ defined on the whole boundary $\Gamma$ such that $\tilde \varphi|_{\Gamma_j} \in L^2(\Gamma_j)$.

For $\tilde E(x') = \sum_{n \in \mathbb{Z}^2} \tilde E_n \exp(iz_n \cdot x') \in H^{-1/2}(\text{div}, \Gamma_b)$, define the Dirichlet-to-Neumann map $\mathcal{R}: H^{-1/2}(\text{div}, \Gamma_b) \to H^{-1/2}(\text{curl}, \Gamma_b)$ by

$$\langle \mathcal{R}(\tilde E)(x'), (e_3 \times E) \rangle = \int_{\Gamma_b} \text{curl} \tilde E \cdot (e_3 \times E) \, ds(x'), \quad \text{on } \Gamma_b$$

(8)

where $E(x)$ is a quasi-periodic solution of the problem

$$\begin{align*}
\text{curl} \text{curl} E - k^2 E &= 0, \quad x_3 > b \\
v \times E &= \tilde E(x') \quad \text{on } \Gamma_b \\
E(x) &= \sum_{n \in \mathbb{Z}^2} E_n \exp(iz_n \cdot x + \beta_n x_3), \quad x_3 > b
\end{align*}$$

The Dirichlet-to-Neumann map $\mathcal{R}$ is well-defined and can be used to replace the radiation condition (6) on an artificial boundary $\Gamma_b$. Let $f = -v \times E|_{\Gamma_D} \in Y(\Gamma_D)$ and let $h = -v \times \text{curl} E|_{\Gamma_j} + i\beta \nu \times E|_{\Gamma_j} \in L^2(\Gamma_j)$. Then the scattering problem (2)–(6) can be transformed into the following boundary value problem in a truncated domain $\Omega_b$:

$$\begin{align*}
\text{curl} \text{curl} E - k^2 E &= 0 \quad \text{in } \Omega_b \\
v \times E &= f \quad \text{on } \Gamma_D \\
v \times \text{curl} E - i\beta \nu E_T &= h \quad \text{on } \Gamma_j \\
R \mathcal{R}(e_3 \times E) &= 0 \quad \text{on } \Gamma_b
\end{align*}$$

(9)

(10)

(11)

(12)

where, for any vector function $U$, $U_T = v \times (v \times U)$ denotes its tangential component on a surface. The Dirichlet-to-Neumann map $\mathcal{R}$ has the following properties:

1. $\mathcal{R}: H^{-1/2}(\text{div}, \Gamma_b) \to H^{-1/2}(\text{curl}, \Gamma_b)$ is continuous and has the following explicit representation (see also [2]):

$$\langle \mathcal{R}(\tilde E)(x'), (e_3 \times E) \rangle = -\sum_{n \in \mathbb{Z}^2} \frac{1}{|n|} \left( k^2 \tilde E_n - z_n \cdot \tilde E_n \right) \exp(iz_n \cdot x')$$

(13)

where $\tilde E(x') = \sum_{n \in \mathbb{Z}^2} \tilde E_n \exp(iz_n \cdot x')$ and throughout this paper we assume that $\beta_n \neq 0$ for all $n \in \mathbb{Z}^2$.

2. Let $P = \{ n = (n_1, n_2) \in \mathbb{Z}^2 | \beta_n \}$ be a real number. Then

$$\text{Re} \langle \mathcal{R}(\tilde E), \tilde E \rangle = 4\pi^2 \sum_{n \in \mathbb{Z}^2, P} \frac{1}{|\beta_n|} \left( k^2 |\tilde E_n|^2 - |z_n \cdot \tilde E_n|^2 \right)$$

$$-\text{Re} \langle \mathcal{R}(\tilde E), \tilde E \rangle \geq C_1 \| \text{div} \tilde E \|^2_{H^{-1/2}(\Gamma_b)} - C_2 \| \tilde E \|^2_{H^{-1/2}(\Gamma_b)}$$

(14)

(15)

where $C_1$ and $C_2$ are positive constants and $\langle \cdot, \cdot \rangle$ denotes the inner product of $L^2(\Gamma_b)$. 
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The representation \((13)\) of \(\mathcal{R}\) can be computed directly from its definition (8), and the properties (14)–(16) can be easily obtained using this representation. Furthermore, there exists a \(C>0\) such that for every \(\eta>0\) and \(E \in H(\text{curl}, \Omega_b)\), we have (see [2])
\[
\|\nabla \times E\|_{H^{-1/2}(\Gamma_b)} \leq C\|\text{curl} E\|_{L^2(\Omega_b)} + (1 + 1/\eta)\|E\|_{L^2(\Omega_b)}
\]  
(17)

It is well-known (see [7]) that the free-space quasi-periodic Green function of \(\mathbb{R}^3\) is given by
\[
G(x,y) = \frac{1}{8\pi^2} \sum_{n \in \mathbb{Z}^3} \frac{1}{|n|} \exp(i3_n \cdot (x' - y') + i|n|x_3 - y_3)
\]  
(18)

### 3. The direct problem

In this section, we will prove the following result on the well-posedness of the direct problem (9)–(12).

**Theorem 3.1**

If \(f \in Y(\Gamma_D), h \in L^2(\Gamma_I)\) and \(\Gamma_I \neq \emptyset\), then there exists a unique solution \(E \in X(\Omega_b, \Gamma_I)\) to the problem (9)–(12). Furthermore, we have
\[
\|E\|_{X} \leq C\|f\|_{Y(\Gamma_D)} + \|h\|_{L^2(\Gamma_I)}
\]  
(19)

where \(C\) is a positive constant depending only on \(b\).

**Proof**

We first prove the uniqueness of the solution. To this end, let \(f = 0, h = 0\). Multiplying both sides of (9) by \(\nabla \times E\) and using integration by parts (in the distribution sense), we have
\[
\int_{\Omega_b} \text{curl} E \cdot (\nabla \times E - k^2 |E|^2 - \nabla \times \mathcal{R}E) \text{d}x = 0
\]
(20)

We now take the imaginary part of the above equation and use (16) to find that
\[
\int_{\Gamma_I} \text{curl} E \cdot |E|^2 \text{d}s = 0
\]

which implies that \(E_T = \nabla \times (\nabla \times E) = 0\) on \(\Gamma_I\). This together with the boundary condition (4) gives \(\nabla \times \text{curl} E = 0\) on \(\Gamma_I\). From the proof of the representation formula in Proposition 3.3 of [7] and integration by parts in Lipschitz domains, we have the following representation:

\[
E(x) = \text{curl} x \int_{\Gamma} \nabla(y) \times E(y) G(x,y) \text{d}s(y) + \int_{\Gamma} \nabla(y) \times \text{curl} E(y) G(x,y) \text{d}s(y)
\]
\[
- \nabla x \int_{\Gamma} \nabla(y) \cdot E(y) G(x,y) \text{d}s(y)
\]
\[
\int_{\Gamma_D} \nabla(y) \times \text{curl} E(y) G(x,y) \text{d}s(y) - \nabla x \int_{\Gamma_D} \nabla(y) \cdot E(y) G(x,y) \text{d}s(y)
\]

for any \(x \in \Omega\), where use has been made of the fact that \(\nabla \times E = 0\) on \(\Gamma\) and \(\nabla \times \text{curl} E = 0\) on \(\Gamma_I\). From this representation it follows that \(E\) is regular across \(\Gamma_I\). This together with the unique continuation principle (see [9, 16]) implies that \(E \equiv 0\) in \(\Omega\).

We now prove the existence of solutions. To this end, we introduce the following subspace of \(X(\Omega_b, \Gamma_I)\):

\[
\tilde{X} = \{E \in H(\text{curl}, \Omega_b) \mid \nabla \times E|_{\Gamma_D} = 0, \ \nabla \times E|_{\Gamma_I} \in L^2(\Gamma_I) \subset X(\Omega_b, \Gamma_I)\}
\]

Then the problem (9)–(12) is equivalent to the variational formulation: find \(E \in X(\Omega_b, \Gamma_I)\) such that \(\nabla \times E|_{\Gamma_D} = f\) and

\[
a(E, \varphi) = \int_{\Gamma_I} h \cdot \varphi_t \text{d}s \quad \forall \varphi \in \tilde{X}
\]  
(21)

where \(a(\cdot, \cdot) : X \times X \to \mathbb{C}\) is a bilinear form defined by
\[
a(w, \varphi) = \int_{\Omega_b} [\text{curl} w \cdot \text{curl} \varphi - k^2 w \cdot \varphi] \text{d}x - i \hat{\alpha} \int_{\Gamma_I} w \cdot \varphi_t \text{d}s - \int_{\Gamma_b} \mathcal{R}(e_3 \times w) \cdot (e_3 \times \varphi) \text{d}s
\]
for any $w, \varphi \in X$. Since $f \in Y(\Gamma_D)$, then by the definition of $Y(\Gamma_D)$ there exists a $U \in H_0(\text{curl}, \Omega_b)$ such that $\nabla \times U|_{\Gamma_b} = f, \nabla \times U|_{\Gamma_b} \in L^2(\Gamma_b)$ and $\nabla \times U|_{\Gamma_b} = 0$. Let $w = E - U$. Then $w \in \overline{X}$ and the problem (21) is equivalent to the problem: find $w \in \overline{X}$ such that

$$a(w, \varphi) = (\varphi, \Gamma_D) - a(U, \varphi) = B(\varphi) \quad \forall \varphi \in \overline{X}$$

(22)

where $(\cdot, \cdot)_{\Gamma_D}$ denotes the $L^2(\Gamma_D)$ scalar product. The proof is broken down into the following steps.

**Step 1:** To establish the Hodge decomposition:

$$\overline{X} = \mathcal{D} \oplus \nabla S$$

(23)

where $S = \{p \in H^1(\Omega_b), \ p = 0 \text{ on } \Gamma \}$ and

$$\mathcal{D} = \{w_0 \in \overline{X} | a(w_0, \nabla p) = 0 \ \forall p \in S\}$$

$$= \{w_0 \in \overline{X} | \text{div}_0 w_0 = 0, \ w_0 \cdot e_3 = 0 \ \text{on } \Gamma_b \}$$

Here, for $E = \sum_{n \in \mathbb{Z}^2} E_n \exp(i \mathbf{z}_n \cdot \mathbf{x})$, the operator $\mathcal{J} : H_{1/2}^0(\text{div} \ \Gamma_b) \rightarrow H_{1/2}^0(\Gamma_b)$ is defined by

$$\mathcal{J}(E)(x) = - \frac{1}{\beta_n} (e_3 \times \mathbf{z}_n \cdot E_n \exp(i \mathbf{z}_n \cdot \mathbf{x})) \quad \forall x \in \Gamma_b$$

By the Poincaré inequality and the properties of $\mathcal{J}$ it follows that for any $p \in S$,

$$|\Re(a(\nabla p, \nabla p))| \geq k^2 \|\nabla p\|^2_{L^2(\Omega_b)} \geq C \|p\|^2_{H^1(\Omega_b)}$$

(24)

that is, $a(\cdot, \cdot)$ is coercive on $S$. On the other hand, by the properties of $\mathcal{J}$ and the trace theorem we know that for any $w \in \overline{X}$ there is a constant $C$ independent of $w$ and $\xi$ such that

$$|a(w, \nabla \xi)| \leq C \|w\|_{L^2(\Omega_b)} \|\xi\|_{H^1(\Omega_b)} \quad \forall \xi \in S$$

(25)

that is, $a(w, \nabla \xi)$ is a bounded linear functional on $S$. Thus, by the Lax–Milgram Theorem we know that for any $w \in \overline{X}$ there exists a unique $p \in S$ such that

$$a(\nabla p, \nabla \xi) = a(w, \nabla \xi) \quad \forall \xi \in S$$

Let $w_0 = w - \nabla p$. Then by the definition of $\mathcal{D}$ we have $w_0 \in \mathcal{D}$. Now let $w_0 \in X \cap \nabla S$. Then $w_0 = \nabla p$ for some $p \in S$, and by the definition of $\mathcal{D}$ it follows that

$$a(\nabla p, \nabla \xi) = a(w_0, \nabla \xi) = 0 \quad \forall \xi \in S$$

This together with (24) implies that $p = 0$ and $w_0 = 0$, which means that $X \cap \nabla S = \emptyset$. Thus, the Hodge decomposition (23) holds.

We now prove the second characterization of $\mathcal{D}$. If $a(w_0, \nabla p) = 0$ for all $p \in S$, then

$$-k^2 \int_{\Omega_b} w_0 \cdot \nabla \beta \, dx - \int_{\Gamma_b} \mathcal{J}(e_3 \times w_0) \cdot (e_3 \times \nabla \beta) \, ds = 0 \quad \forall p \in S$$

where we have made use of the fact that, since $p = 0$ on $\Gamma$, we have $(\nabla p)\Gamma = 0$ on $\Gamma$. This together with the divergence theorem gives

$$\int_{\Omega_b} \text{div} w_0 \beta \, dx + \int_{\Gamma_b} \left\{ -k^2 \text{Div} \Gamma_b (\mathcal{J}(e_3 \times w_0) \times e_3) - w_0 \cdot e_3 \right\} \beta \, ds = 0 \quad \forall p \in S$$

where $\text{Div} \Gamma_b$ denotes the surface divergence operator on $\Gamma_b$, which implies that

$$\text{div} w_0 = 0 \quad \text{in } \Omega_b$$

$$w_0 \cdot e_3 = \frac{1}{k^2} \text{Div} \Gamma_b (\mathcal{J}(e_3 \times w_0) \times e_3) \quad \text{on } \Gamma_b$$

A direct calculation gives that for $E(x) = \sum_{n \in \mathbb{Z}^2} E_n \exp(i \mathbf{z}_n \cdot \mathbf{x}) \in H_{1/2}^0(\nabla \Gamma_b)$,

$$\text{Div} \Gamma_b (\mathcal{J}(E) \times e_3) = -k^2 \sum_{n \in \mathbb{Z}^2} \frac{1}{\beta_n} (e_3 \times \mathbf{z}_n \cdot E_n \exp(i \mathbf{z}_n \cdot \mathbf{x})) \in H_{1/2}^0(\Gamma_b)$$

Thus, $w_0 \cdot e_3 = \mathcal{J}(e_3 \times w_0)$ on $\Gamma_b$. This completes the proof of Step 1.

**Step 2:** For any $\xi \in S$, $B(\nabla \xi) = -a(U, \nabla \xi)$ so, by (25) we have

$$|B(\nabla \xi)| \leq C \|U\|_{L^2(\Omega_b)} \|\xi\|_{H^1(\Omega_b)} \quad \forall \xi \in S$$

(26)
for some constant $C > 0$, that is, $B(\nabla \xi)$ is a bounded linear functional defined on $S$. Thus by (24) and the Lax–Milgram Theorem there exists a unique $p \in S$ such that $a(\nabla p, \nabla \xi) = B(\nabla \xi)$ for all $\xi \in S$. Further, it follows by (26) that

$$\|p\|_{H^1(\Omega_b)} \leq C \|U\|_X$$

(27)

By (23) we may assume that $w = w_0 \circ \nabla p$, $\varphi = \varphi_0 + \nabla \xi$ with $w_0, \varphi \in X_0$ and $p, \xi \in S$. Thus, the variational form (22) becomes the problem: find $w_0 \in X_0$ such that

$$a(w_0, \varphi_0) = \overline{B}(\varphi_0) \quad \forall \varphi_0 \in X_0$$

(28)

where $\overline{B}(\varphi_0) := B(\varphi_0) - a(\nabla \varphi, \varphi_0)$.

Step 3: Let $M$ be a positive constant to be determined later and let

$$a_1(w_0, \varphi_0) = \int_{\Omega_b} \left[ \text{curl} w_0 \cdot \text{curl} \varphi_0 + M w_0 \cdot \varphi_0 \right] \, dx - i\lambda \int_{\Gamma_1} w_0 \cdot \varphi_0 \, ds$$

$$a_2(w_0, \varphi_0) = -(M + k^2) \int_{\Omega_b} w_0 \cdot \varphi_0 \, dx$$

Then $a(w_0, \varphi_0) = a_1(w_0, \varphi_0) + a_2(w_0, \varphi_0)$ for $w_0, \varphi_0 \in X_0$. By (15) and (17) it follows that

$$-\text{Re} \left( \langle \mathcal{R}(e_3 \times w_0), e_3 \times \varphi_0 \rangle \right) \geq C_1 \|\text{curl} (e_3 \times w_0)\|_{H^{-1/2}(\Gamma_b)}^2 - C_2 \|e_3 \times w_0\|_{H^{-1/2}(\Gamma_b)}^2$$

$$\geq C_1 \|\text{curl} (e_3 \times w_0)\|_{H^{-1/2}(\Gamma_b)}^2 - C_3 \eta^2 \|\text{curl} w_0\|_{L^2(\Omega_b)}^2 - C_3 \left(1 + \frac{1}{\eta}\right)^2 \|w_0\|_{L^2(\Omega_b)}^2$$

where $C_1, C_2$ and $C_3$ are three positive constants and $\eta > 0$ is arbitrary. Thus, we have

$$\text{Re} a_1(w_0, w_0) \geq \|\text{curl} w_0\|_{L^2(\Omega_b)}^2 + M \|w_0\|_{L^2(\Omega_b)}^2$$

$$-C_3 \eta^2 \|\text{curl} w_0\|_{L^2(\Omega_b)}^2 - C_3 (1 + 1/\eta^2) \|w_0\|_{L^2(\Omega_b)}^2$$

$$= (1 - C_3 \eta^2) \|\text{curl} w_0\|_{L^2(\Omega_b)}^2 + (M - C_3 (1 + 1/\eta^2)) \|w_0\|_{L^2(\Omega_b)}^2$$

Choose $\eta$ sufficiently small and $M$ sufficiently large so that

$$\text{Re} a_1(w_0, w_0) \geq C_0 \|\text{curl} w_0\|_{L^2(\Omega_b)}^2$$

(29)

for some constant $C_0 > 0$. Since $\text{Im} a_1(\cdot, \cdot) = -i \|\nabla \times w_0\|_{L^2(\Gamma_b)}^2$, we obtain from (29) and the definition of $X$ that

$$|a_1(w_0, w_0)| \geq C \|w_0\|_X^2$$

for some constant $C > 0$. Thus, by the Lax–Milgram Theorem, $a_1(\cdot, \cdot)$ defines a bijective operator on $X_0$. On the other hand, it is seen from Corollary 3.49 of [13] and the definition of $X_0$ that $X_0$ is compactly imbedded in $(L^2(\Omega_b))^3$, so $a_2(\cdot, \cdot)$ defines a compact operator on $X_0$. Consequently, $a(\cdot, \cdot)$ defines an operator that can be split into a bijective operator plus a compact operator on $X_0$. Then a standard argument implies that the Fredholm alternative can be used to prove the existence of solutions to the problem (28). If we can prove the uniqueness of solutions to the problem (28). Hence, the problem (28) has a unique solution $w_0 \in X_0 \subset X$ satisfying that

$$\|w_0\|_X \leq C(\|h\|_{L^2(\Gamma_b)} + \|U\|_X)$$

for some generic positive constant $C$, where use has been made of the fact that, by (26), (27) and the boundedness of $a(U, \varphi_0)$ we have

$$|\overline{B}(\varphi_0)| \leq C(\|h\|_{L^2(\Gamma_b)} + \|p\|_{H^1(\Omega_b)} + \|U\|_X) \|\varphi_0\|_X$$

$$\leq C(\|h\|_{L^2(\Gamma_b)} + \|U\|_X) \|\varphi_0\|_X$$
for any \( \varphi_0 \in X_0 \) and some generic positive constant \( C \). Consequently, \( E = U + w_0 + \nabla p \in X(\Omega_b, \Gamma) \) is a unique solution of the problem (9)–(12) with the estimate

\[
\|E\|_X \leq (\|U\|_X + \|w_0\|_X + \|\nabla p\|_X)
\leq C(\|h\|_{L^2(\Gamma)} + \|U\|_X)
\]  

(30)

with some generic positive constant \( C \). From the definition of \( Y(\Gamma_D) \) it follows that for every \( \varepsilon > 0 \) there is a \( U_\varepsilon \in H_0(\text{curl}, \Omega_b) \) such that

\[
\|U_\varepsilon\|_X \leq \|f\|_{Y(\Gamma_D)} + \varepsilon
\]

Since the unique solution of the problem (9)–(12) is independent of the choice of \( U \), the estimate (30) implies that

\[
\|E\|_X \leq C(\|h\|_{L^2(\Gamma)} + \|f\|_{Y(\Gamma_D)}) \quad \forall \varepsilon > 0
\]

Since \( \varepsilon \) is arbitrary, we have

\[
\|E\|_X \leq C(\|h\|_{L^2(\Gamma)} + \|f\|_{Y(\Gamma_D)})
\]

where \( C \) is a positive constant depending only on \( b \). This completes the proof of Theorem 3.1.

\[\square\]

4. The inverse problem

For \( P, y \in \mathbb{R}^3 \) let us define the electric dipole

\[
E_{1}^{\text{in}}(x) := \text{curl}_x \text{curl}_x [P G(x, y)], \quad x \neq y
\]

where \( G(x, y) \) is the free-space quasi-periodic Green function defined in (18), and let us denote by \( V_F = \{ E_{1}^{\text{in}} | y \in \Gamma_b \} \) the set of all incident waves. Then we have the following uniqueness result on the inverse scattering problem.

**Theorem 4.1**

Let \( \Gamma_\neq \emptyset \) and let \( P_i \ (i = 1, 2, 3) \in \mathbb{R}^3 \) be three linearly independent vectors. Assume that \( v \times E_{1}^{\text{in}}(x; y) \mid_{\Gamma_b} = v \times E_{1}^{\text{in}}(x; y) \mid_{\Gamma_b} \) for all incident waves \( E_{1}^{\text{in}} \in \bigcup_{i=1}^{3} \mathcal{V}_{P_i} \). Then

\[
f_1(x_1, x_2) = f_2(x_1, x_2) \quad \text{for any } (x_1, x_2) \in \mathbb{R}^2 \quad \text{and} \quad \lambda_1 = \lambda_2
\]

Here, \( E_{1}^{\text{in}}(x; y) \ (j = 1, 2) \) is the unique quasi-periodic scattered solution of the Maxwell equations in \( \Omega_j := \{ x \in \mathbb{R}^3 | x_3 > f_j(x_1, x_2) \} \) with \( E_{1}^{\text{in}} \) being the incident wave.

The following denseness result plays a center role in the proof of Theorem 4.1.

**Lemma 4.2**

Let \( \Gamma_\neq \emptyset \) and let \( P_i \ (i = 1, 2, 3) \) be three linearly independent vectors. Let \( z_0 = (z_{01}, z_{02}, z_{03}) \in \Omega \) satisfy that \( z_{03} > \|f\|_{\infty} \). Then for every compact set \( K \subset \mathbb{R}^3 \setminus \Omega \) there exists a sequence \( y_0 \in \Gamma_b \) such that \( E_{1}^{\text{in}}(x) \) converges to \( E_{1}^{\text{in}}(x) \) uniformly in \( X(K, \Gamma) \).

**Proof**

Note first that both \( E_{1}^{\text{in}}(x; y) \) and \( E_{1}^{\text{in}}(x; y) \) propagate downward and satisfy the Rayleigh expansion (6) with \( -\beta_n \) in \( \mathbb{R}^3 \setminus \Omega \). A similar argument as in the proof of Theorem 3.1 can be used to show the existence of a unique solution to the scattering problem in the region below the doubly periodic structure with the impedance coefficient \(-\lambda \) and the Dirichlet-to-Neumann map on the artificial boundary \( \Gamma_{b_2} \) below the structure.

Now, for \( y \in \Gamma_b \) define the function \( H_{1}^{\text{in}}(x) \in Y(\Gamma_D) \times L^2(\Gamma_i) \) by

\[
H_{1}^{\text{in}}(x) = \begin{cases}
\nu(x) \times E_{1}^{\text{in}}(x) & \text{on } \Gamma_D \\
\nu(x) \times \text{curl}_x E_{1}^{\text{in}}(x) + i \lambda E_{1}^{\text{in}}(x) & \text{on } \Gamma_f
\end{cases}
\]

To prove the lemma it is enough to show that \( \text{Span}(H_{1}^{\text{in}} | y \in \Gamma_b, i = 1, 2, 3) \) is dense in \( Y(\Gamma_D) \times L^2(\Gamma_i) \). To this end, for \( f, h \in B^4 := Y(\Gamma_D)^{\prime} \times L^2(\Gamma_i) \) we are going to prove that \( f = 0, h = 0 \) under the assumption that \( \langle H_{1}^{\text{in}}, f \times h \rangle_{B^4} = 0 \) for every \( y \in \Gamma_b, i = 1, 2, 3 \). Recalling that the dual relation between \( Y(\Gamma_D) \) and \( Y(\Gamma_D)^{\prime} \) is defined by (7) and the duality between \( L^2(\Gamma_i) \) and \( L^2(\Gamma_f) \) is the \( L^2 \) scalar product, we have

\[
0 = \int_{\Gamma_D} \nu(x) \times \text{curl}_x \text{curl}_x [P \overline{G(x, y)}] \cdot f(x) \, ds(x)
\]

\[
+ \int_{\Gamma_f} [\nu(x) \times \text{curl}_x \text{curl}_x [P \overline{G(x, y)}] + i \lambda (\text{curl}_x \text{curl}_x [P \overline{G(x, y)}])] \cdot h(x) \, ds(x)
\]
Since \( f \in \mathcal{Y}(\Gamma) \), there is an extension \( \tilde{f} \in H^{-1/2}(\Gamma) \) of \( f \) defined on \( \Gamma \) satisfying that \( \tilde{f}|_{\Gamma} \in L^2(\Gamma) \). Thus we write the above equation as

\[
0 = \int_{\Gamma} v(x) \times \nabla \times \nabla \times P_i G(x,y) \cdot \tilde{f}(x) \, ds(x) - \int_{\Gamma} v(x) \times \nabla \times \nabla \times P_i G(x,y) \cdot \tilde{f}(x) \, ds(x) + \int_{\Gamma} \{v(x) \times \nabla \times \nabla \times P_i G(x,y) + i\tilde{f}(x) \times \nabla \times \nabla \times P_i G(x,y)|_T \} \cdot h(x) \, ds(x)
\]

Making use of the vector identity

\[
\{\nabla \times \nabla \times P_i [PG(x,y)]\} \cdot h(x) = \{\nabla \times \nabla \times [h(x)G(x,y)]\} \cdot P
\]

we obtain by a direct calculation that for any \( y \in \Gamma_b \) and for \( i = 1, 2, 3 \)

\[
k^2 E(y) \cdot P_i = 0
\]

where

\[
E(y) = \frac{1}{k^2} \left\{ \nabla \times \nabla \times \int_\Gamma G(x,y) \tilde{f}(x) \times v(x) \, ds(x) - \nabla \times \nabla \times \int_\Gamma G(x,y) \tilde{f}(x) \times v(x) \, ds(x) + k^2 \nabla \times \nabla \times \int_\Gamma G(x,y) h(x) \times v(x) \, ds(x) + i\tilde{f}(x) \times \nabla \times \nabla \times \int_\Gamma G(x,y) h(x) \, ds(x) \right\}
\]

Since \( P_i \) \( (i = 1, 2, 3) \) are three linearly independent vectors in \( \mathbb{R}^3 \), it follows that \( E(y) \equiv 0 \) on \( \Gamma_b \). Furthermore, we have

\[
\nabla \times E \equiv 0 \quad y \in \mathbb{R}^3 \setminus \Gamma
\]

\[
\nabla \times E = 0 \quad y \in \Gamma_b
\]

By the uniqueness of the exterior Dirichlet problem for the upward radiating solution and the analytic continuation of the solution of the Maxwell equations, it is found that \( E(y) \equiv 0 \) for \( y_3 > f(y_1, y_2) \). When \( y \to \Gamma \), the following jump relations hold on \( \Gamma \):

\[
\begin{align*}
\nabla \times E^+ \equiv \nabla \times E^- & = 0 \quad \text{on } \Gamma_D \nabla \times E^+ - i\tilde{f} E^- & = i\tilde{f} h \quad \text{on } \Gamma_i
\end{align*}
\]

where the superscripts + and − indicate the limit obtained from \( \Omega \) and \( \mathbb{R}^3 \setminus \overline{\Omega} \), respectively. It should be remarked that, since \( \tilde{f} \in H^{-1/2}(\Gamma) \), the first integral over \( \Gamma \) in the definition of \( E(y) \) is well-defined with a \( H^{-1/2}(\Gamma) \) density (see [17]) and the corresponding jump conditions are interpreted in the sense of \( L^2 \). Thus, combining these jump relations and using the fact that \( \nabla \times E^+ = \nabla \times \nabla \times E^+ = 0 \), we obtain that

\[
\begin{align*}
\nabla \times E \equiv 0 \quad y_3 < f(y_1, y_2) \nabla \times E = 0 \quad \text{on } \Gamma_D \nabla \times E^+ + i\tilde{f} E^- & = 0 \quad \text{on } \Gamma_i
\end{align*}
\]

Noting that the unite normal \( \nu \) points into \( \Omega \), the application of the uniqueness to the above problem yields that \( E(y) \equiv 0 \) for \( y_3 < f(x_1, x_2) \). Thus,

\[
f = [\nabla \times E]_{\Gamma_D} = 0, \quad h = -[\nabla \times E]_{\Gamma_i} = 0
\]

where \( [\cdot]_{\Gamma_A} \) stands for the jump across \( \Gamma_A \) of a function with \( A = D, I \). The proof of Lemma 4.2 is then completed. \( \square \)

Proof of Theorem 4.1.
Theorem 4.1 can be proved by contradiction. Suppose \( f_1 \neq f_2 \). Without loss of generality we may choose \( z_0 = (z_{01}, z_{02}, z_{03}) \in \Gamma_1 \) such that \( z_{03} > f_2(z_{01}, z_{02}) \) and \( z_0 + e_2 \) lies above the surface \( \Gamma_1 \) and \( \Gamma_2 \) for any \( e > 0 \), where \( \Gamma_j = \{x_j = f_j(x_1, x_2) \mid 0 < x_1, x_2 < 2\pi\} \) with \( j = 1, 2 \). From the assumption that \( \nabla \times E^i_k(x,y) \big|_{\Gamma_b} = \nabla \times E^0_k(x,y) \big|_{\Gamma_0} \) for all incident waves \( E^0_{\gamma_k} \in \bigcup_{i=1}^3 V_\gamma \), it follows by the uniqueness of the exterior Dirichlet problem and the analytic continuation that \( E^1_k(x,y) = E^2_k(x,y) \) in \( \Omega_1 \cap \Omega_2 \). From Theorem 3.1 and Lemma 4.2, it is easy to see that for any \( e > 0 \)

\[
E^1_k(x, z_0 + e_2) = E^2_k(x, z_0 + e_2) \quad \text{in } \Omega_1 \cap \Omega_2
\]

However, since \( z_0 \in \Gamma_1 \), we have

\[
\lim_{e \rightarrow 0} \| \nabla \times E^i_k(x, z_0 + e_2 e) \|_{L^2(\Gamma_i)} = +\infty
\]
which contradicts the fact that
\[
\lim_{r \to 0} \| v \times E_2^f(x; z_0 + e_3, r) \|_{L^2(\Gamma)}^2 < +\infty
\]

Consequently, \( f_1 = f_2 \), that is, \( \Gamma_1 \) coincides with \( \Gamma_2 \). Hence, we have \( E_{1\gamma}^f = E_{2\gamma}^f, \) in \( \Omega \) and \( v \times E_{1\gamma}^f = v \times E_{2\gamma}^f \). \( v \times \text{curl} E_{1\gamma}^f = v \times \text{curl} E_{2\gamma}^f \) on \( \Gamma \). We claim that \( \Gamma_1 \cap \Gamma_2 \) must be empty since, otherwise, a similar argument as above deduces that the total electric field vanishes in \( \Omega \), which is impossible.

Finally, it is seen from the boundary condition
\[
v \times \text{curl} (E_{\text{in}} + E_{\gamma}^f) = 0 \quad \text{on} \quad \Gamma_j, \quad j = 1, 2
\]
that \( (\lambda_1 - \lambda_2)(E_{\text{in}} + E_{\gamma}^f) = 0 \), which implies that \( \lambda_1 = \lambda_2 \). The proof of Theorem 4.1 is thus completed.
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