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Phase transition

Phase transition (PT): System driven by control
parameters changes from one state of matter to another

1 CPT: Abrupt change of F by changing T -relevant
parameters

2 QPT: Abrupt change of Eg of a zero-T Q.
many-body system
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QPT

Formation of novel order of collective mode

Determined by energy spectrum: Abrupt opening of
a bandgap

Difficulty: The parameters are hard to change once
the material sample of the system is fabricated

More efficient way to manipulate energy spectrum than
changing parameters is desired
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Periodic driving

A useful tool in quantum control

Optically excited structural transition in atomic
wires. T. Frigge, et al., Nature 544, 207 (2017).

Light-induced high-Tc superconductivity. D. Fausti, et al.,
Science 331, 189 (2011)

offers high controllability to Q. system because time, as
an extra dimension, is added to the system
Can we manipulate the energy spectrum by periodic
driving?
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DARPA program aims to extend lifetime of quantum
systems (2018/01)
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Time crystal

A many-body periodic system spontaneously
self-organizes in time and starts evolving with a period
that is not equal T?

J. Zhang, et al., Nature 543, 217 (2017)
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周期含时系统的Floquet定理

静态系统 周期性含时系统

Ĥ |ϕn〉 = En|ϕn〉 [Ĥ(t)− i~∂t ]|φn(t)〉 = εn|φn(t)〉
|φn(t)〉 = |φn(t + T )

|Ψ(t)〉 =
∑

n cne
−iEnt

~ |ϕn〉 |Ψ(t)〉 =
∑

n cne
−iεnt

~ |φn(t)〉
cn = 〈ϕn|Ψ(0)〉 cn = 〈φn(0)|Ψ(0)〉

En: 能谱 εn: 准能谱Quasienergy
|ϕn〉: 定态 |φn(t)〉: 准定态Quasi-stationary state

1 e imωt |φn(t)〉 (ω = 2π/T , m ∈ Z) also the solution
of Floquet equation with quasienergy εn + m~ω

2 The quasienergy is periodic. One generally chooses
[−~ω/2, ~ω/2] called first Brillouin zone
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Effective Hamiltonian

[Ĥ(t)− i~∂t ]|φn(t)〉 = εn|φn(t)〉
ÛT |φn(0)〉 = e

−i
~ εnT |φn(0)〉

ÛT = T̂ e− i
~
∫ T

0
Ĥ(t)dt ≡ e

−i
~ ĤeffT , Ĥeff|φn(0)〉 = εn|φn(0)〉

An effective static system is defined

The energy spectrum of Ĥeff is the same as the
quasienergy spectrum of Ĥ(t)
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How to solve Floquet equation

[Ĥ(t)− i~∂t ]|φn(t)〉 = εn|φn(t)〉
|φn(t)〉 =

∑
k∈Z e

−ikωt |ũn(k)〉

}

⇒
∑

k∈Z
[ ˆ̃Hl−k − kωδl ,k ]|ũn(k)〉 = εn|ũn(l)〉

with ˆ̃Hl−k = 1
T

∫ T

0 Ĥ(t)e i(l−k)ωtdt. Thus



. . .
...

...
... . .

.

. . . ˆ̃H0 + ~ω ˆ̃H−1
ˆ̃H−2 . . .

. . . ˆ̃H1
ˆ̃H0

ˆ̃H−1 . . .

. . . ˆ̃H2
ˆ̃H1

ˆ̃H0 − ~ω . . .

. .
. ...

...
...

. . .







...
|ũn(−1)〉
|ũn(0)〉
|ũn(1)〉

...




= εn




...
|ũn(−1)〉
|ũn(0)〉
|ũn(1)〉

...




(1)
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A periodically driven TLS

Ĥ(t) = Ĥ0 + ĤI (t)

Ĥ0 =
~ω0

2
σ̂z , ĤI (t) = ~A cos(ωt)σ̂x (2)

In the interaction picture,

Ĥ
(I )
I (t) =

~A
2

[σ̂+e
i(ω0+ω)t + σ̂+e

i(ω0−ω)t + H.c.]

A� ω0: RWA: Neglect the rapidly oscillating term

ĤRWA(t) =
~ω0

2
σ̂z +

~A
2

(e−iωt σ̂+ + H.c.)
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Quasienergy spectrum under RWA

[ĤRWA(t)− i~∂t ]|φn(t)〉 = εn|φn(t)〉

⇒
{

[Ĥ ′(t)− i~∂t]|φ′n(t)〉 = εn|φ′n(t)〉
Ĥ ′(t) = Ĝt [ĤRWA(t)− i~∂t ]Ĝ †t , |φ′n(t)〉 = Ĝt |φn(t)〉

Ĝt = e iωtσ̂+σ̂− makes Ĥ ′(t) = ~∆
2 σ̂z + ~A

2 σ̂x − ~ω
2

t-independent. ˆ̃H0 = Ĥ ′, ˆ̃Hk 6=0 = 0 in Eq. (1). Different
BZs are decoupled. The solution in kth BZ is

εk ,1 = −(k +
1

2
)~ω +

~µ
2
, |ũ′1(k)〉 = sin θ|g〉+ cos θ|e〉 (3)

εk ,2 = −(k +
1

2
)~ω − ~µ

2
, |ũ′2(k)〉 = cos θ|g〉 − sin θ|e〉, (4)

with ∆ = ω0 − ω, µ =
√

∆2 + A2 and tan 2θ = A/∆.
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Thus

|φ′1(t)〉 =
∑

k∈Z
e−ikωt |ũ′1(k)〉 = sin θ|g〉+ cos θ|e〉

|φ′2(t)〉 =
∑

k∈Z
e−ikωt |ũ′2(k)〉 = cos θ|g〉 − sin θ|e〉

Then

|φ1(t)〉 = Ĝ †t |φ′1(t)〉 = sin θ|g〉+ e−iωt cos θ|e〉
|φ2(t)〉 = Ĝ †t |φ′1(t)〉 = cos θ|g〉 − e−iωt sin θ|e〉
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Quasistationary states

One can prove |φj(t)〉 are

periodic with period T : |φj(t)〉 = |φj(t + T )〉
are quasistationary states

Û(t) = T e −i~
∫ t

0
ĤRWA(τ)dτ = Ĝ †t e

−i
~ Ĥ ′t

=
∑

j=1,2

e
−iεj t

~ |φj(t)〉〈φj(0)| (5)

Same as what is claimed by the Floquet theorem
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Quasienergy spectrum beyond RWA

Using Eq. (2), we have the nonzero elements of Eq. (1)

ˆ̃H0 =
~ω0

2
σ̂z , (6)

ˆ̃H±1 =
~A
2
σ̂x (7)

The quasienergy spectrum can be obtained from Eq. (1)

An infinite-rank matrix equation. Truncation vs
convergent
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Comparison
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Comparision of the quasienergy spectrum of a periodically driven two-level system with (dashed red) and without RWA (solid
blue) when ω0 = ω (left) and ω0 = 5ω.

Coincide in the weak-driving and near-resonance regime
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Exercise

Determine the quasienergy spectrum of

Ĥ(t) = ~ω0Ĵz + ~f (t)Ĵx , (8)

with Ĵ being angular momentum operator when
1 f (t) = A cos(ωt).

2 f (t) =

{
A1, t ∈ [nT , (n + 1

2)T ]
A2, t ∈ [(n + 1

2)T , (n + 1)T ]
, n ∈ Z.

3 f (t) =
∑

n δ(t − nT ) with n ∈ Z.
4 f (t) =

∑
n δ( t

T − n) with n ∈ Z.
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Nonequilibrium QPT by periodic driving

is characterized by the abrupt opening of a bandgap in
quasienergy spectrum by the driving parameters

The energy is in non-conserving: Non-equilibrium

A time-dependent analogy of QPT

The versatility of driving scheme enable us to
1 realize Q. phases not accessible for the static system

in the same setting
2 explore novel Q. phases absent in the static system
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A quick example

A periodically driven spin-1/2 particle interacting with a
1D spin chain Chen, AN, Luo, Sun, Oh, Phys. Rev. A 91, 052122 (2015)

ĤS(t) =
1

2
[λ + A(t)]σ̂z0

ĤI =
g

2
(σ̂x0 σ̂

x
1 + σ̂y0 σ̂

y
1 )

ĤE =
λ

2

L∑

j=1

σ̂zj +
J

2

L−1∑

j=1

(σ̂xj σ̂
x
j+1 + σ̂yj σ̂

y
j+1)

A(t) =

{
a1, nT < t ≤ nT + τ
a2, nT + τ < t ≤ (n + 1)T
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Objective: Prevent the dissipation of system spin
Initial state: |Ψ(0)〉 = | ↑0〉 ⊗ |{↓j}〉 3

The Floquet operator acts on an extended Hilbert
space named Sambe space, which is made up of the usual
Hilbert space and an extra temporal space [50, 51]. To
calculate the quasienergies, one first expands |uα(t)⟩ in
a complete set of basis of the temporal space, which is
generally chosen as {eikωt|k ∈ Z}. We have |uα(t)⟩ =∑

k |ũα(k)⟩eikωt, with which Eq. (5) is recast into

∑

k∈Z

[ ˆ̃Hl−k + kωδl,k]|ũα(k)⟩ = ϵα|ũα(l)⟩, (7)

with ˆ̃Hl−k ≡
∫ T

0
Ĥ(t) e−i(l−k)ωt

T dt. Then expanding each
ˆ̃Hl in the complete basis of Hilbert subspace with N = 1,
we get an infinite matrix equation. The quasienergies are
obtained by truncating the basis of the temporal space
to the rank such that the obtained magnitudes converge.

IV. DECOHERENCE INHIBITION BY
PERIODIC DRIVING

A. The mechanism of the decoherence inhibition

To reveal the mechanism of decoherence inhibition by
the periodic driving, we consider explicitly that the en-
ergy splitting of the system is modulated as [48]

A(t) =

{
a1, nT < t ≤ nT + τ
a2, nT + τ < t ≤ (n + 1)T

. (8)

It is realizable by adding a time-dependent longitudinal
magnetic field. Note that although only the driving pe-
riodic in this step function is considered, the mechanism
revealed in the following is also applicable to other forms.
To Eq. (8), we have

ˆ̃Hl = (ĤE + ĤI)δl,0 + (ωl/2)σ̂z
0 , (9)

ωl =
a1(1 − e−ilωτ ) − a2(e

−i2πl − e−ilωτ )

2iπl
. (10)

We first study the asymmetric driving situation by
choosing a1 = 0. Figure 1(a) shows the time evolution
of the excited-state probability Pt = |c0(t)|2 with the
change of the driving amplitude a2 via numerically solv-
ing Eq. (3). When the driving is switched off, i.e., a2 = 0,
Pt decays monotonically to zero, which means a complete
decoherence exerted by the spin chain to the system spin.
When the driving is switched on, it is interesting to see
that, dramatically different from the switch-off case, Pt

is stabilized repeatedly with the increase of a2. To ex-
plain this, we plot in Fig. 1(b) the quasienergy spectrum
obtained by solving Eq. (7). We can find that an FBS
is possible to be formed within the bandgap with the in-
crease of a2. It is remarkable to see that the regimes
where the decoherence is inhibited match well with the
ones where the FBS is present. To understand the deco-
herence inhibition induced by the FBS, we, according to

FIG. 1. (Color online) (a) Evolution of the excited-state prob-
ability Pt of the system spin in different driving amplitude a2.
(b) Floquet quasienergy spectrum of the whole system with
the change of the driving amplitude a2 in step δa2 = 0.5J .
The parameters T = 0.25πJ−1, a1 = 0, τ = 0.1πJ−1,
g = 1.0J , λ = 20.0J , and L = 800 are used.

FIG. 2. (Color online) Evolution of Pt for |ϕ⟩ = | ↑0⟩ in (a)
and Ft for |ϕ⟩ = (| ↑0⟩ + | ↓0⟩)/

√
2 in (b) when a2 = 36.0J

with the FBS (cyan solid line) and a2 = 1.5J without the
FBS (red dashed line) via numerically solving Eq. (3). The
blue dotdashed lines show the results obtained via analyti-
cally evaluating the contribution of the FBS to the asymp-
totic state, which match with the numerical ones. The pa-
rameters are the same as Fig. 1 except for T = 0.05πJ−1 and
τ = 0.02πJ−1.

Eq. (6), rewrite

|Ψ(t)⟩ = ei Lλt
2 [xe−iϵFBSt|uFBS(t)⟩

+
∑

α∈Band

yαe−iϵαt|uα(t)⟩], (11)

where x = ⟨uFBS(0)|Ψ(0)⟩ and yα = ⟨uα(0)|Ψ(0)⟩. Then
one can get that Pt evolves asymptotically to P∞ ≡
x2|⟨Ψ(0)|uFBS(t)⟩|2 with all the components in the quasi-
energy band vanishing due to the out-of-phase interfer-
ence contributed by the continuous phases (see Appendix
A), as confirmed in Fig. 2(a). In the absence of the FBS,

Evolution of Pt = |c0(t)|2 (a) and Floquet quasienergy spectrum of the whole system (b) in different driving amplitude a2.

|Ψ(t)〉 = e i
Lλt

2 [xe−iεFBSt |φFBS(t)〉+
∑

α∈Band

yαe
−iεαt |φα(t)〉],

The region where the dissipation is suppressed matches
well with the one where a FBS is formed
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Other driving conditions 4

FIG. 3. (Color online) Floquet quasienergy spectrum of the
whole system in (a) and evolution of Pt in (b) with the change
of τ when T = 0.25πJ−1. The increase step δτ = 0.03J−1

is used in (a). Floquet quasienergy spectrum in (c) and time
evolution of Pt in (d) with the change of of T when τ =
0.1πJ−1. The increase step δT = 0.09J−1 is used in (c).
Other parameters are the same as Fig. 1.

although it is dramatically interrupted by the driving,
Pt decays to zero finally. Whenever the FBS is formed,
Pt would be stabilized to P∞, which is periodic with
period T [see the inset of Fig. 2(a)]. It means that
the presence of the FBS would cause Pt to survive in
the only component of the FBS and thus synchronize
with the driving field [52]. Figure 2(b) plots the perfor-
mance of the formed FBS in an arbitrary initial state
|ϕ⟩ = (| ↑0⟩ + | ↓0⟩)/

√
2. We can see that the decay

of the initial-state-fidelity Ft ≡ ⟨ϕ|TrE[|Ψ(t)⟩⟨Ψ(t)|]|ϕ⟩,
to 50% can be stabilized even as high as the ideal loss-
less case (i.e., between 0 and 1) with the formation of the
FBS. Characterizing the quantum coherence between the
two spin states, such stabilized oscillation means that the
quantum coherence is preserved. We can check that Ft

tends to F∞ = ⟨ϕ|ρ|ϕ⟩, where

ρ = (1 − |x|2
2

)| ↓0⟩⟨↓0 | +
|x|2
2

ρFBS(t)

+{x∗

2
µ(t)TrE[|{↓j}⟩⟨uFBS(t)|] + h.c.} (12)

with ρFBS(t) = TrE[|uFBS(t)⟩⟨uFBS(t)|] and µ(t) =

ei
∫ t
0

λ+A(t′)+2ϵFBS
2 dt′

(see Appendix B). We plot this F∞
with the blue dotdashed line in Fig. 2(b), which matches
with the asymptotical result from numerically solving Eq.
(3).

The result reveals that we can manipulate the
quasienergy spectrum forming the FBS to suppress de-
coherence. A prerequisite for forming the FBS is the
existence of finite quasienergy gap in the spectrum. We
plot in Fig. 3 the Floquet quasienergy spectrum and Pt

with the change of τ as well as T . We can see that, irre-
spective of which driving parameter is changed, the firm

correspondence between the formation of the FBS and
the decoherence inhibition can be established. The com-
mon character between Fig. 1(b) and Fig. 3(a) is that
the width of the formed bandgap is kept constant during
the change of driving parameters, which is not true for
Fig. 3(c). This can be understood in the following way.
Periodic in 2π/T , the quasienergy has a full width 2π/T .
The energy band of the whole system is 4J . Therefore,
a bandgap with finite width 2π/T − 4J can be present
in the quasienergy spectrum only in the high-frequency
(i.e. 2π/T > 4J) driving case. This can be tested by Fig.
3(c) where the bandgap vanishes whenever 2π/T < 4J .
It leads to the continuous energy band of the environment
filling up the Floquet spectrum. Thus there is no room
for forming the FBS here. Reflecting on Pt in Fig. 3(d),
although it is greatly slowed, Pt approaches zero eventu-
ally. Therefore, we conclude that the FBS can be present
only in the high frequency driving case 2π/T > 4J , which
supplies a necessary condition to stabilize decoherence. It
is a very useful criterion on designing a driving scheme
for decoherence control.

Our finding in the periodically driven system is an ana-
log to the bound-state-induced decoherence suppression
revealed in a static system [18–20]. For a static two-level
system [19, 20] or a harmonic oscillator [53] interacting
with an environment, depending on the parameters in
the spectral density, the total system may possess a sta-
tionary state named a bound state [19] localized out of
the continuous energy band of the environment. As a
stationary state, the bound state contained as one su-
perposition component in the initial state does not lose
its quantum coherence during time evolution. Thus the
system evolves exclusively to the time-invariant compo-
nent of the bound state with other components in the
continuous band vanishing due to their out-of-phase in-
terference. This idea was used previously to suppress
spontaneous emission of quantum emitters via introduc-
ing spatial periodic confinement to the radiation field in a
photonic crystal setting [21–24]. The spatial periodicity
introduces a bandgap structure to the environmental en-
ergy spectrum such that an emitter-environment bound
state is formed when the frequency of the emitter falls
in the bandgap. Here we demonstrate that the parallel
picture can be set up by introducing temporal period-
icity to the system. The benefit of using the temporal
periodic driving instead of the spatial periodic confine-
ment is that its high controllability greatly relaxes the
experimental difficulty in fabricating the spatial periodic
confinement. Thus it is easier to realize in practice.

B. Comparisons with the previous methods

There are several methods in the literature to explore
the effects of periodic driving on quantum systems. For
example, via neglecting the coupling between different
temporal subspaces of the Floquet eigenequation (7) in
the high-frequency driving condition, it was shown that

The Floquet spectrum (up) and the corresponding Pt (down) in different τ [(a) and (b)] when T = 0.25πJ−1 and in

different T [(c) and (d)] when τ = 0.1πJ−1.
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Nonequilibrium phase diagram

The non-equilibrium phase diagram of the driven system. The light yellow and cyan areas mean, respectively, the phases

without and with the Floquet bound state. τ = 1.0ω−1
c .

FBS ⇒ Nonequilibrium QPT ⇒ Decoherence
suppression
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Nonequilibrium TPT by periodic driving

Two-band model

Ĥ =
∑

k∈BZ
Ĉ †kH(k)Ĉk, H(k) = ε(k)I2×2 + h(k) · σσσ

Driving protocol

Ĥ(t) =

{
Ĥ1 = Ĥ(α, β), t ∈ [nT , nT + T1]

Ĥ2 = Ĥ(α′, β′), t ∈ [nT + T1, (n + 1)T ]

with T = T1 + T2.
Xiong, Gong, AN, Phys. Rev. B 93, 184306 (2016)
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Analytical results

Band touching condition [Hj(k) = εkI2×2 + hj(k) · σσσ]

h1(k)/|h1(k)| = ±h2(k)/|h2(k)|
T1|h1(k)| ± T2|h2(k)| = nπ, n ∈ Z

1 It determines the phase transition boundaries
2 If n is even (odd), the band touches at quasienergy

0 (±π/T )
3 Connecting with the chirality of the Dirac points in

the band-touching lines, ∆C across the boundary is
constant along the whole boundary
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MF: Elementary particle

In 1937, Majorana: Neutral spin-1
2 particle can be

described by a real Dirac’s equation, and thus is identical
to its antiparticle

The particle at the matter-antimatter border

I A particle of its own antiparticle: γ̂A =
(ĉ† + ĉ)/2, γ̂B = (ĉ† − ĉ)/2i ⇒ γ̂j = γ̂†j

I Non-abelian statistics
Where is MF: No evidence. People suspect

Neutrino Dark matter
F. Wilczek, Nature Phys. 5, 614 (2009)
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MF: Quasi-particle excitation in CMP

A superconductor system:

Particle-hole symmetry: Its eigenmode is formed by
the quasi-particle excitation:

γ̂E =
N∑

j=1

(uj ,E ĉ
†
j + vj ,E ĉj)

which may obey γ̂E=0 = γ̂†E=0

MF is simulated by a zero-energy quasi-excitation
inside the vortex of a p-wave superconductor
Ivanov, PRL 86, 268 (2001)
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Schemes on realization

 		0 �r; �� � 
	e�
R
r

0
dr0�0�r0�=v; (3)

with 
� � ��0; i�; �1; 0��T and 
� � ��1; 0�; �0;�i��T .
Another feature of px � ipy superconductors is the

presence of chiral edge states [3,18,19]. With time reversal
symmetry, chiral edge states cannot occur in our system.
The surface—which itself is the boundary of a three-
dimensional crystal—cannot have a boundary. By break-
ing time reversal symmetry, however, a Zeeman field can
introduce a mass term M�z into (1) and (2), which can
open an insulating gap in the surface state spectrum. By
solving (2) we find that the interface between this insulat-
ing state and the superconducting state has chiral Majorana
edge states. This could possibly be realized by depositing
superconducting and insulating magnetic materials on the
surface to form a superconductor-TI-magnet junction. It is
interesting to note that for spinless electrons the px � ipy
superconductor violates time reversal, while the vacuum
does not. For our surface states it is the insulator that
violates time reversal. A related effect could also occur
at the edge of a two-dimensional TI [20–22], which is
described by (1) and (2) restricted to one spatial dimen-
sion. At the boundary between a region with superconduct-
ing gap ��x and a region with insulating gap M�z we
find a MBS, analogous to the end states discussed in
Refs. [23,24]. In the following we will focus on STIS
junctions, which can lead to nonchiral one-dimensional
Majorana fermions, as well as MBSs.

Consider a line junction of width W and length L! 1
between two superconductors with phases 0 and � in
contact with TI surface states. We analyze the Andreev
bound states in the surface state channel between the
superconductors by solving the BdG equation with
��x; y� � �0e

i� for y >W=2, �0 for y <�W=2, and 0
otherwise. The calculation is similar to Titov, Ossipov, and
Beenakker’s [25] analysis of graphene superconductor-
normal-superconductor (SNS) junctions, except for the
important difference that graphene has four independent
Dirac points, while we have only one. For W � v=�0

there are two branches of bound states, which disperse
with the momentum q in the x direction. For W � � � 0
we find

 E	�q� � 	�v
2q2 � �2

0cos2��=2��1=2: (4)

For � � � the spectrum is gapless. It is useful to con-
struct a low energy theory, for q� 0 and � � �� �.
Finite W and � can then easily be included. We first solve
the BdG equation for the two E � 0 modes �a�1;2�y� at
q � 0 and � � �. It is useful to choose them to satisfy
��a � �a. Up to a normalization they may be written

 �1 	 i�2 � ��1;	i�; �	i;�1��Te	i�y=v�
R
jyj

0
d~y�0�~y�=v: (5)

We next evaluate h�ajq�x�zj�bi and h�aj��0��y�
W��yj�bi to obtain the ‘‘k � p’’ Hamiltonian,

 

~H � �i~v�x@x � �
y; (6)

where ~v � v�cos�W � ��0=�� sin�W��2
0=��

2 � �2
0�

and  � �0 cos��=2�. The Pauli matrices �x;yab act on �a
and are different from those in (2). In this basis � � i�yK
and � � K. ~H resembles the Su-Schrieffer-Heeger (SSH)
model [26]. However, unlike that model, the E	�q� states
are not independent, and the corresponding Bogoliubov
quasiparticle operators satisfy ���q� � ����q�y. The
system is thus half a regular 1D Fermi gas, or a nonchiral
‘‘Majorana quantum wire.’’

Below it will be useful to consider junctions that bend
and close. When a line junction makes an angle � with the
x axis, the basis vectors (5) are modified according to �a !
ei�z�=2�a. ~H , however, is unchanged even when ��x�
varies. On a circle, �a changes sign when � advances by
2�. Therefore, eigenstates of ~H must obey antiperiodic
boundary conditions, ’�0� � �’�2��.

Next consider a trijunction, where three superconductors
separated by line junctions meet at a point, as in Fig. 1(c).
When �k�1;2 is in the shaded region of Fig. 1(d), a MBS
exists at the junction. Though the general BdG equation
cannot be solved analytically, this phase diagram can be
deduced by solving special limits. When �k � 0, there is
no bound state. Another solvable limit is when three line
junctions with W � 0 are oriented at 120, and �k �
	k�2�=3�. This is a discrete analog of a 	 vortex with
C3 symmetry, and is indicated by the circles in Fig. 1(d).
For � � 0 we find a MBS identical to (3) with the ex-
ponent replaced by ��0n̂ � r=v. Here n̂ is a constant unit
vector in each superconductor that bisects the angle be-
tween neighboring junctions. The MBS cannot disappear
when �k are changed continuously unless the energy gap
closes. The phase boundaries indicated in Fig. 1(d) there-
fore follow from the solution of the line junction and occur

TI
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−

FIG. 1. (a) A STIS line junction. (b) Spectrum of a line
junction for W � � � 0 as a function of momentum for various
�. The solid line shows the Andreev bound states for � � �.
The dashed lines are for � � 3�=4, �=2, and �=4. The bound
states for � � 0 merge with the continuum, indicated by the
shaded region. (c) A trijunction between three superconductors.
(d) Phase diagram for the trijunction. In the shaded regions there
is a 	 MBS at the junction.

PRL 100, 096407 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
7 MARCH 2008

096407-2

2D topological insulator. Fu and Kane, PRL 100, 096407
(2008)

Conditions
1 Superconductor-

topological
insulator-superconductor
structure

2 Majorana bound states at
vortices

Rep. Prog. Phys. 75 (2012) 076501 J Alicea

Figure 6. (a) Basic architecture required to stabilize a topological superconducting state in a 1D spin–orbit-coupled wire. (b) Band
structure for the wire when time-reversal symmetry is present (red and blue curves) and broken by a magnetic field (black curves). When the
chemical potential lies within the field-induced gap at k = 0, the wire appears ‘spinless’. Incorporating the pairing induced by the proximate
superconductor leads to the phase diagram in (c). The endpoints of topological (green) segments of the wire host localized, zero-energy
Majorana modes as shown in (d).

structure in the limit where h = 0. Due to spin–orbit coupling,
the blue and red parabolas respectively correspond to electronic
states whose spin aligns along +y and−y. Clearly no ‘spinless’
regime is possible here—the spectrum always supports an even
number of pairs of Fermi points for any µ. The magnetic field
remedies this problem by lifting the crossing between these
parabolas at k = 0, producing band energies

ε±(k) = k2

2m
− µ ±

√
(αk)2 + h2 (67)

sketched by the solid black curves of figure 6(b). When the
Fermi level resides within this field-induced gap (e.g. for µ

shown in the figure) the wire appears ‘spinless’ as desired.
The influence of the superconducting proximity effect on

this band structure can be intuitively understood by focusing
on this ‘spinless’ regime and projecting away the upper
unoccupied band, which is legitimate provided � � h.
Crucially, because of competition from spin–orbit coupling
the magnetic field only partially polarizes electrons in the
remaining lower band as figure 6(b) indicates schematically.
Turning on � weakly compared with h then effectively
p-wave pairs these carriers, driving the wire into a topological
superconducting state that connects smoothly to the weak-
pairing phase of Kitaev’s toy model (see [34] for an explicit
mapping).

More formally, one can proceed as we did for the
topological insulator edge and express the full, unprojected
Hamiltonian in terms of operators ψ

†
±(k) that add electrons

with energy ε±(k) to the wire. The resulting Hamiltonian
is again given by equations (57) and (58) (but with v →
α and band energies ε±(k) from equation (67)), explicitly
demonstrating the intraband p-wave pairing mediated by �.
Furthermore, equation (60) provides the quasiparticle energies
for the wire with proximity-induced pairing and again yields
a gap that vanishes only when h =

√
�2 + µ2. For fields

below this critical value the wire no longer appears ‘spinless’,
resulting in a trivial state, while the topological phase emerges
at higher fields,

h >
√

�2 + µ2 (topological criterion). (68)

Figure 6(c) summarizes the phase diagram for the wire. Note
that this is inverted compared with the topological insulator

edge phase diagram in figure 5(d). This important distinction
arises because the k2/(2m) kinetic energy for the wire causes
an upturn in the lower band of figure 6(b) at large |k|, thereby
either adding or removing one pair of Fermi points relative to
the edge band structure.

Since a wire in its topological phase naturally forms a
boundary with a trivial state (the vacuum), Majorana modes
γ1 and γ2 localize at the wire’s ends when the inequality
in equation (68) holds. Majorana-trapping domain walls
between topological and trivial regions can also form at the
wire’s interior by applying gate voltages to spatially modulate
the chemical potential [34, 117] or by driving supercurrents
through the adjacent superconductor [102] (using the same
mechanism discussed in section 3.2). Figure 6(d) illustrates
an example where four Majoranas form due to a trivial region
in the center of a wire.

It is useful address how one optimizes the 1D wire setup
to streamline the route to experimental realization of this
proposal. This issue is subtle, counterintuitive, and difficult
even to define precisely given several competing factors.
First, how well should the wire hybridize with the parent
superconductor? The naive guess that the hybridization should
ideally be as large as theoretically possible to maximize the
pairing amplitude � imparted to the wire is incorrect. One
practical issue is that exceedingly good contact between the
two subsystems may lead to an enormous influx of electrons
from the superconductor into the wire, pushing the Fermi level
far above the Zeeman-induced gap of figure 6(b) where the
topological phase arises. Restoring the Fermi level to the
desired position by gating will then be complicated by strong
screening from the superconductor.

Reference [93] emphasized a more fundamental issue
related to the optimal hybridization. The topological phase’s
stability is determined not only by the pairing gap induced at
the Fermi momentum, EkF ∝ �, but also the field-induced
gap at zero momentum, E0 = |h −

√
�2 + µ2|, required

to open a ‘spinless’ regime. The minimum excitation gap
for the topological phase is set by the smaller of these two
energies. As reviewed in section 3.1, increasing the tunneling
� between the wire and superconductor indeed enhances �

but simultaneously reduces the Zeeman energy h. From the
effective action in equation (49) we explicitly have h = Zhbare

and � = (1 − Z)�sc, where hbare is the Zeeman energy for

15

1D nanowire. (b): Time-reversal symmetry is present (red
& blue) and broken by B (black). Lutchyn, Sau, and Das

Sarma, PRL 105, 077001 (2010)

Conditions
1 Spin-orbit interactions in

the nanowire

2 In the proximity to an
s-wave superconductor

3 Moderate magnetic field
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MF in QIS: Topological Q. computating

MFs define a topologically protected Q. memory
2 Majorana separated bound states = 1 fermion

I 2 degenerate states (full/empty) = 1 qubit

2N separated Majoranas = N qubits
Q. information is stored non locally

I Immune from local decoherence

Braiding performs unitary operations: Non-Abelian
statistics

Ivanov, PRL 86, 268 (2001); Kitaev (2003)

AN J.-H. (LZU) Synthesizing novel quantum/topological... June 13, 2019 35 / 76



Detection of MFs: The Q. transport idea

Zero-bias peak of differential conductance as signature

We use InSb nanowires (15), which are
known to have strong spin-orbit interaction and
a large g factor (16). From our earlier quantum-
dot experiments, we extract a spin-orbit length
lso ≈ 200 nm corresponding to a Rashba param-
eter a ≈ 0.2 eV·Å (17). This translates to a spin-
orbit energy scale a2m*/(2ħ2) ≈ 50 meV (m* =
0.015me is the effective electron mass in InSb,
me is the bare electron mass, and ħ is Planck’s
constant h divided by 2p). Importantly, the g
factor in bulk InSb is very large (g ≈ 50), yield-
ing EZ/B ≈ 1.5 meV/T. As shown below, we find
an induced superconducting gap D ≈ 250 meV.
Thus, for m = 0, we expect to enter the topo-
logical phase for B ~ 0.15 T where EZ starts to
exceed D. The energy gap of the topological
superconductor is estimated to be a few kelvin
(17), if we assume a ballistic nanowire. The
topological gap is substantially reduced in a dis-
ordered wire (18, 19). We have measured mean
free paths of ~300 nm in our wires (15), implying
a quasi-ballistic regime in micrometer-long wires.
With these numbers, we expect Majorana zero-
energy states to become observable below 1 K
and around 0.15 T.

A typical sample is shown in Fig. 1B.We first
fabricate a pattern of narrow (50-nm) and wider
(300-nm) gates on a silicon substrate (20). The
gates are covered by a thin Si3N4 dielectric be-
fore we randomly deposit InSb nanowires. Next,
we electrically contact those nanowires that
have landed properly relative to the gates. The
lower contact in Fig. 1B fully covers the bottom
part of the nanowire. We have designed the up-
per contact to only cover half of the top part of
the nanowire, avoiding complete screening of
the underlying gates. This allows us to change
the Fermi energy in the section of the nanowire
(NW) with induced superconductivity. We have
used either a normal (N) or superconducting (S)
material for the lower and upper contacts, re-
sulting in three sample variations: (i) N-NW-S,
(ii) N-NW-N, and (iii) S-NW-S. Here, we dis-
cuss our main results on the N-NW-S devices,
whereas the other two types, serving as control
devices, are described in (20).

To perform spectroscopy on the induced su-
perconductor, we created a tunnel barrier in the
nanowire by applying a negative voltage to a
narrow gate (dark green area in Fig. 1, B and C).
A bias voltage applied externally between the N
and S contacts drops almost completely across
the tunnel barrier. In this setup, the differential
conductance dI/dV at voltage V and current I is
proportional to the density of states at energy E =
eV (where e is the charge on the electron) relative
to the zero-energy dashed line in Fig. 1C. Figure
1D shows an example taken at B = 0. The two
peaks at T250 meV correspond to the peaks in the
quasi-particle density of states of the induced
superconductor, providing a value for the in-
duced gap, D ≈ 250 meV. We generally find a
finite dI/dV in between these gap edges. We ob-
serve pairs of resonances with energies symmetric
around zero bias superimposed on nonresonant

currents throughout the gap region. Symmetric
resonances likely originate from Andreev bound
states (21, 22), whereas nonresonant current in-
dicates that the proximity gap has not fully de-
veloped (23).

Figure 2 summarizes our main result. Figure
2A shows a set of dI/dV-versus-V traces taken at

increasingB fields in 10-mTsteps from 0 (bottom
trace) to 490 mT (top trace), offset for clarity. We
again observe the gap edges at T250 meV. When
we apply a B field between ~100 and ~400 mT
along the nanowire axis, we observe a peak at
V= 0. The peak has an amplitude up to ~0.05·2e2/h
and is clearly discernible from the background
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Fig. 1. (A) Outline of theoretical proposals. (Top) Conceptual device layout with a semiconducting
nanowire in proximity to an s-wave superconductor. An external B field is aligned parallel to the wire.
The Rashba spin-orbit interaction is indicated as an effective magnetic field, Bso, pointing perpendicular
to the nanowire. The red stars indicate the expected locations of a Majorana pair. (Bottom) Energy, E,
versus momentum, k, for a 1D wire with Rashba spin-orbit interaction, which shifts the spin-down band
(blue) to the left and the spin-up band (red) to the right. Blue and red parabolas are for B = 0; black
curves are for B ≠ 0, illustrating the formation of a gap near k = 0 of size Ez (m is the Fermi energy with
m = 0 defined at the crossing of parabolas at k = 0). The superconductor induces pairing between states
of opposite momentum and opposite spin, creating a gap of size D. (B) Implemented version of the-
oretical proposals. Scanning electron microscope image of the device with normal (N) and super-
conducting (S) contacts. The S contact only covers the right part of the nanowire. The underlying gates,
numbered 1 to 4, are covered with a dielectric. [Note that gate 1 connects two gates, and gate 4
connects four narrow gates; see (C).] (C) (Top) Schematic of our device. (Bottom) illustration of energy
states. The green rectangle indicates the tunnel barrier separating the normal part of the nanowire on
the left from the wire section with induced superconducting gap, D. [In (B), the barrier gate is also
shown in green.] An external voltage, V, applied between N and S drops across the tunnel barrier. Red
stars again indicate the idealized locations of the Majorana pair. Only the left Majorana is probed in
this experiment. (D) Example of differential conductance, dI/dV, versus V at B = 0 and 65 mK, serving
as a spectroscopic measurement on the density of states in the nanowire region below the
superconductor. Data are from device 1. The two large peaks, separated by 2D, correspond to the quasi-
particle singularities above the induced gap. Two smaller subgap peaks, indicated by arrows, likely
correspond to Andreev bound states located symmetrically around zero energy. Measurements are
performed in dilution refrigerators with the use of the standard low-frequency lock-in technique
(frequency = 77 Hz, excitation = 3 mV) in the four-terminal (devices 1 and 3) or two-terminal (device 2)
current-voltage geometry.
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conductance. Above ~400 mT, we observe a pair
of peaks. The color panel in Fig. 2B provides an
overview of states and gaps in the plane of energy
and B field from –0.5 to 1 T. The observed sym-
metry around B = 0 is typical for all of our data

sets, demonstrating reproducibility and the ab-
sence of hysteresis. We indicate the gap edges
with horizontal green dashed lines (highlighted
only for B < 0). A pair of resonances crosses
zero energy at ~0.65 Twith a slope on the order

of EZ (highlighted by orange dotted lines). We
have followed these resonances up to high bias
voltages in (20) and identified them as Andreev
states bound within the gap of the bulk NbTiN
superconducting electrodes (~2 meV). In con-
trast, the ZBP sticks to zero energy over a range
of DB ~ 300mTcentered around ~250mT. Again
at ~400 mT, we observe two peaks located at
symmetric, finite biases.

To identify the origin of these ZBPs, we need
to consider various options including the Kondo
effect, Andreev bound states, weak antilocal-
ization, and reflectionless tunneling versus a
conjecture of Majorana bound states. ZBPs due
to the Kondo effect (24) or Andreev states bound
to s-wave superconductors (25) can occur at
finite B; however, with changing B, these peaks
then split and move to finite energy. A Kondo
resonance moves with 2EZ (24), which is easy to
dismiss as the origin for our ZBP because of the
large g factor in InSb. (Note that even a Kondo
effect from an impurity with g = 2 would be dis-
cernible.) Reflectionless tunneling is an enhance-
ment of Andreev reflection by time-reversed
paths in a diffusive normal region (26). As in
the case of weak antilocalization, the resulting
ZBP is maximal at B = 0 and disappears when
B is increased; see also (20). We thus conclude
that the above options for a ZBP do not provide
natural explanations for our observations. We
are not aware of any mechanism that could ex-
plain our observations, besides the conjecture of
a Majorana.

To further investigate the zero-biasness of
our peak, we measured gate voltage depend-
ences. Figure 3A shows a color panel with volt-
age sweeps on gate 2. The main observation is
the occurrence of two opposite types of behav-
ior. First, we observe peaks in the density of
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Fig. 2. Magnetic field–dependent spectroscopy. (A) dI/dV versus V at 70 mK
taken at different B fields (from 0 to 490 mT in 10-mT steps; traces are offset
for clarity, except for the lowest trace at B = 0). Data are from device 1.
Arrows indicate the induced gap peaks. (B) Color-scale plot of dI/dV versus V

and B. The ZBP is highlighted by a dashed oval; green dashed lines indicate
the gap edges. At ~0.6 T, a non-Majorana state is crossing zero bias with a
slope equal to ~3 meV/T (indicated by sloped yellow dotted lines). Traces in
(A) are extracted from (B).
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Fig. 3.Gate-voltage dependence. (A) A 2D color plot of dI/dV versus V and voltage on gate 2 at 175 mT
and 60 mK. Andreev bound states cross through zero bias, for example, near –5 V (yellow dotted lines).
The ZBP is visible from –10 to ~5 V (although in this color setting, it is not equally visible everywhere).
Split peaks are observed in the range of 7.5 to 10 V (20). In (B) and (C), we compare voltage sweeps on
gate 4 for 0 and 200 mT with the ZBP absent and present, respectively. Temperature is 50 mK. [Note
that in (C) the peak extends all the way to –10 V (19).] (D) Temperature dependence. dI/dV versus V at
150 mT. Traces have an offset for clarity (except for the lowest trace) and are taken at different
temperatures (from bottom to top: 60, 100, 125, 150, 175, 200, 225, 250, and 300 mK). dI/dV outside
the ZBP at V = 100 meV is 0.12 T 0.01·2e2/h for all temperatures. A FWHM of 20 meV is measured
between the arrows. All data in this figure are from device 1.

www.sciencemag.org SCIENCE VOL 336 25 MAY 2012 1005

REPORTS

 o
n 

M
ay

 2
9,

 2
01

3
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

InSb nanowires contacted with one normal (gold) and one
superconducting (NbTiN) electrode. Mourik et al., Science

336, 1003 (2012)

NATURE PHYSICS DOI: 10.1038/NPHYS2479 ARTICLES
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Figure 2 |A suspended Al–InAs nanowire on gold pedestals above p-type silicon. The p-type silicon serves as a global gate (GG) coated with 150 nm
SiO2. a, A type I device with an additional gold pedestal at the centre, a gold normal contact at each end of the wire and an aluminium superconducting
contact at the centre. Two narrow local gates (RG and LG), 50 nm wide and 25 nm high, displaced from the superconducting contact by 80 nm, affect both
the barrier height near the Al edge and the chemical potential in the wire. b, A type II device without the centre pedestal, thus allowing control of the
chemical potential under the Al contact. c, Scanning electron micrograph of a type II device (scale bar, 300 nm), with a 5� voltage source VSD and a
cold-grounded drain. Inset: high-resolution TEM image (viewed from the 〈1120〉 zone axis) of a stacking-fault-free, wurtzite-structure, InAs nanowire,
grown on (011) InAs in the 〈111〉 direction. The TEM image (scale bar, 10 nm) is courtesy of R. Popovitz–Biro. A more detailed image can be found in the
Supplementary Information. d, An estimated potential profile along the wire.

end, some 50 nm above a Si/SiO2 substrate. Two types of device
were tested (Fig. 2a,b): in both, the wires were contacted with two
gold layers at their ends (serving as low-resistance contacts), and
a superconducting aluminium strip (100 nm thick and ∼150 nm
wide) at the centre. In type I devices a gold pillar supported
the wire under the aluminium electrode (the Al critical field was
∼60–70mT), whereas in type II devices the centre pillar wasmissing
(the Al critical field was∼100–150mT for different devices) and the
critical temperature was∼1K, consistent with the superconducting
Bardeen–Cooper–Schrieffer gap (1∼ 150 µeV). The conducting Si
substrate served as a global gate (effective under the superconductor
only in type II devices), and two additional narrow local gates
(Fig. 2d), placed 80 nm away from the superconductor edges
(25 nm thick, 50 nm wide). Being close to the wire, they affected
both the potential barriers near the edges of the superconductor,
and the chemical potential along the wire.

Before cooling, the devices dwelled at room temperature in a
vacuum pumped chamber for 24 h with the conductance increasing
by some 20-fold (owing to desorption of surface impurities).
With the dilution refrigerator temperature at 10mK, the estimated
electron temperature in the wire was ∼30mK. A 575Hz 1–2 µV
root-mean-squared signal was fed to the superconducting contact
and the resultant current was collected at one side of the wire (by
the ohmic contact), to be amplified later by a home-made current
amplifier (Fig. 2). We also measured the conductance at a higher
frequency (∼1MHz), employing a low-noise voltage preamplifier
cooled to 1K (ref. 29).

Our numerical simulations were based on a generalization of the
formalism pioneered by Blonder, Tinkham and Klapwijk30, which
allows modelling a large number of segments in the wire, including
spin flip processes, going beyond the small bias approximation.
Each segment was characterized by different parameters, with
discontinuous jumps at the interfaces. Using wavefunctions
matching at the interfaces, the Bogoliubov–de Gennes equations
were solved to find the scattering states at each energy and thus the
corresponding transmission and reflection amplitudes (for further
details see, the Supplementary Information and refs 31–34).

Study of the parameters
We start with a calibration of the two types of studied device. Bare
and ungated wires are n-type with a density of∼106 cm−1, and thus
are likely to occupy a single subband. The presence of disorder and
weak barriers near the metal contacts make the conductance highly
sensitive to the chemical potential, namely, to the gate voltage. At
the lower conductance range (large barrier at the superconductor
interface, or low density), Cooper pair transport is suppressed
and the zero-bias conductance may be flat or exhibit either dips
or peaks. There are a few potential causes of the observed ZBPs;
reflectionless tunnelling, being constructive interference between
electron reflection and Andreev reflection35 in S–I–N–I devices (I,
insulator; S, superconductor; N, normal), which are expected to
quench with magnetic field36,37; Andreev bound state—common
in S–N–I, likely to be split (weakly) at zero field and Zeeman split
further with field38,39; Kondo correlations—due to weakly confined
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Figure 3 | Evolution of the ZBP with chemical potential and magnetic field, for the VRG range 1.17–1.24 V at VGG=−18.3 V for a type II device (D4). The
cuts are taken at VRG= 1.183, 1.205 and 1.228 V. a, The main features at B=0 are the Al superconducting gap ∆Al∼±150 µeV, and the induced gap
∆ind∼±45 µeV. At B= 30 mT the gap closes at VRG= 1.205 V and turns into a relatively wide, barely split, ZBP; to split at higher and lower gate voltages.
At B= 50 mT, a sharper ZBP persists in a wide range of gate voltage, with marked splitting. At B= 70 mT, the ZBP peak splits in a wide range of gate
voltage. b, Colour plot of the ZBP with equal height contours lines, from 0.106e2/h to 0.197e2/h. The arrows indicate the transition from a single ZBP to
split peaks. c, Simulated behaviour using analytical expressions for the wire spectrum. Contours lines of constant-size Majorana wavefunction,
ξ = h̄vF/Eg∼ 1.5 L, 3L and 10L are blue, red and black, respectively. The simulation of ξ < 3L (red line contour) is similar to the contours of the data b.
Although the range of chemical potential for which the wire is topological increases as a function of B, at higher B the gap decreases, increasing the extent
of the Majoranas. The sharp termination of each contour at some maximal value of B is due to the weak dependence of ∆ind on µ.

electron puddle(s) between the topological or the bare wire
segments. Being pronounced at small or vanishing superconducting
gap, and exhibiting Zeeman splitting40,41; weak anti-localization,
whichmay be pronouncedwith field, but ismore likely in amultiple
channel device42. These plausible effects will be addressed in the
discussion section and in the Supplementary Information.

From the observed Zeeman splitting of the zero-field ZBP, we
estimated g ∼ 20 (we assumed an equal voltage drop on the two

inadvertent potential barriers—one at the superconductor/normal
interface and one and at the ohmic contact/normal interface,
leading to 4EZ

∼=125 µeV atB=50mT; ref. 43). The apparently large
g -factor may represent an enhanced magnetic field along the wire
due to its repulsion from the bulk of the superconductor.

Most of the presented data were taken with type II devices.
Two main features were always observed in the conductance as a
function of eVSD (see Figs 3–5). The first feature is two symmetric
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Al-InAs nanowire on gold pedestals above p-type silicon. Das,
Ronen, Most, Oreg, Heiblum and Shtrikman, Nat. Phys. 8,

887 (2012)
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Zero-bias peak of differential conductance

The zero-bias peak can also be generated in topologically
trivial system due to

the strong disorder in the nanowire
Liu, Potter, Law, Lee, PRL 109, 267002 (2012)

Pikulin, Dahlhaus, Wimmer, Schomerus, Beenakker, NJP 14, 125011 (2012)

the smooth confinement potential at the wire end
Kells, Meidan, Brouwer, PRB 86, 100503(R) (2012)

“... implies that the mere observation of a zero-bias peak
in the tunneling conductance is not an exclusive
signature of a topological superconducting phase”

More ways to double-confirm the formation of MF are
desired
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Motivation

1 Can periodic driving induce more MFs to enhance
the experimental signal generated by MFs?

2 Can periodic driving supply a novel way to identify
the experimental signal generated by MFs from
other mechanism?
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Model

Ĥ = −µ
N∑

l=1

ĉ†l ĉl −
2∑

a=1

N−a∑

l=1

(taĉ
†
l ĉl+a + ∆aĉ

†
l ĉ
†
l+a + H.c.)

Chemical potential: µ

Hopping amplitude: ta
Pairing potential: ∆a = |∆a| e iφa

The static model
One dimensional spinless fermionic atoms in 
an optical lattice

C. V. Kraus et. al. NJP (2012)

)..(
2

1
112112












 

N

i
iiii cHccccJ

)..(
1

1
1111

1















 
N

i
iiii

N

i
ii cHccccJccH 

Phase diagram

φ = φ1 − φ2 determines the topological class 1

Symmetry T. class T. invariant MMs2

φ = 0, π T,PH,C BDI Z 2
φ =other PH D Z2 1
1

Ryu, Schnyder, Furusaki, and Ludwig, NJP 12, 065010 (2010)

2
Schnyder, Ryu, Furusaki, and Ludwig, PRB 78, 195125 (2008)
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How to generate more MFs

0 1 2 3 4
-5

-2

0

2

5

t1

t 2

-1

1

Phase diagram in D class charactarized by ν (left) and BDI class characterized by winding number W (right)

Two ingredients in generating more MFs 3

1 Time reversal symmetry
2 Long-range interactions

Both introduce additional difficulties to the practical
experiments

3
Niu, Chung, Hsu, Mandal, Raghu, and Chakravarty, PRB 85, 035110 (2012)
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Driving protocol

Ĥ(t) =

{
Ĥ1 = Ĥ(φ1, φ2), if t ∈ [nT , (n + 1/2)T )

Ĥ2 = Ĥ(φ2, φ1), if t ∈ [(n + 1/2)T , (n + 1)T )

For Ĥ1 and Ĥ2, the system is in D class, where at
most one pair of MFs can be formed
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FIG. 2: (Color online) Quasi-energy spectrum for a driven
case (a) vs energy spectrum for a static case (b) obtained
under an open boundary condition. The dashed blue line and
solid black line stand for two degenerate pairs and a single pair
of MMs, respectively. t1 = 1, N = 200, and other parameters
are the same as in Fig. 1(b).

symmetry of Heff, one may construct a chiral symmetry
for Heff, a fact consistent with our above result that n⃗(k)
is in the yz plane for all k. The above analysis makes it
clear that our driving protocol changes both the under-
lying symmetry and the topological class of the system.

Without a gap closing between the two branches of
Ek, the topological invariant Z in class BDI can be ob-
tained by the integer winding number W =

∫ π

−π
dθk

2π ∈ Z,

where θk = arctan[n3(k)/n2(k)]. A computational exam-
ple illustrating W is shown in Fig. 1(a). The number of
pairs of MMs under an open boundary condition is then
given by |W |. As some system parameters continuously
change, gap closing and consequently topological phase
transitions occur.7 Figure 1(b) depicts a phase diagram,
obtained by explicitly evaluating W . It is seen that |W |
ranges from 0 to 3. This indicates that three pairs of
MMs can be formed in our driven system. This is beyond
the expectation for the undriven model, where the NNN
interaction can give at most two pairs of MMs. There-
fore, the finding of |W | = 3 in some parameter regime
is a clear sign that our driving protocol may synthesize
some features absent in the static model. The bound-
aries between different topological phases of our driven
system are also interesting on their own right. The solid
and dotted lines in Fig. 1(b) depict the topological phase
transition points at which W jumps by one. This is found
to go with the gap closing at k = 0 or ±π. The dashed
line gives the phase transition points at which W jumps
by two. This happens at k = π/2.

To confirm our theoretical results presented in Fig. 1
we carry out numerical calculations of the quasi-energy
spectrum ϵ under an open boundary condition. Because
ϵ = π/T is equivalent to ϵ = −π/T , Floquet MMs have
two flavors: one at ϵ = 0 and the other at ϵ = ±π/T . The
second flavor is certainly absent in an undriven system.44

For fixed t1 = 1 and a varying t2, Fig. 2(a) depicts the for-
mation of both flavors of Floquet MMs, with the second
flavor emerging in a wider parameter regime. The total
number of pairs of MMs should equal |W | (if the wind-
ing number is well defined). For example, Fig. 2(a) shows
that two degenerate pairs of MMs at ϵ = ±π/T and one
pair of MMs at ϵ = 0 are formed when t1 = 1 and t2 = 4.
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FIG. 3: (Color online) The expansion coefficients of Heff

for T = 0.2 (a) and 2.0 (b), and of the static H for
the real (c) and imaginary (d) parts in the operator basis

(c1, · · · , cN , c†
1, · · · , c†

N )T . l and m are the base indices. Other
parameters are the same as in Fig. 2.

This agrees with the W = −3 region shown in Fig. 1(b).
Likewise, all other details in Fig. 2(a) are fully consistent
with our analytical results shown in Fig. 1(b). We have
also studied the dynamics of the formed MMs in one full
period of driving: They are indeed well localized at two
edges. Further, as a comparison with our static model
H, we plot in Fig. 2(b) our system’s energy spectrum in
the absence of driving. It is seen that at most one pair
of MMs can be formed only in a very narrow t2 regime
for the large |µ| case. The parallel driven case is how-
ever different: One may still obtain three pairs of MMs.
Thus, even in the large |µ| case, our driving protocol can
still generate more MMs than the static case. This is
both interesting and useful because, in general, the large
|µ| is preferred for the protection of MMs against strong
disorder in actual experiments.

In efforts to generate even more MMs, we now extend
our direct numerical studies to other parameter regimes.
Remarkably, the BCH formula in Eq. (2) indicates that as
T increases, the nested commutators on the right hand
side of Eq. (2) will have heavier weights. An increas-
ing T can then induce longer-range interactions in Heff.
This trend is investigated in Fig. 3, where the expansion
coefficients of Heff [numerically obtained from Eq. (1)],
with Heff expanded as a quadratic function of the oper-

ators (c1, · · · , cN , c†
1, · · · , c†

N )T , are shown for two differ-
ent values of T . For comparison, the expansion coeffi-
cients for the static case are also plotted in Figs. 3(c)
and 3(d). A few interesting observations can be made
from Fig. 3. First, the plotted expansion coefficients of
Heff are all real, which is different from the shown static
case with both real and imaginary coefficients. This dif-
ference reflects the restored time-reversal symmetry for
the driven case. Second, in sharp contrast to the re-

Phase diagram in D class characterized by ν (left) and the corresponding energy spectrum
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Role of periodic driving in Ĥeff

ÛT |φn(0)〉 = e
−i
~ ĤeffT |φn(0)〉

Tong, An, Gong, Luo, Oh, Phys. Rev. B 87, 201109(R) (2013)

1 Restore time-reversal symmetry

ˆ̄KÛT
ˆ̄K−1 = e

i Ĥ1T
2~ e

i Ĥ2T
2~ = Û†T ,

with ˆ̄K ≡ K̂Ĝ and Ĝ = e−i
φ1+φ2

2

∑
l c
†
l cl .

2 Synthesize longer-range interaction (Baker-Campbell-Hausdorff formula)

ÛT = e−
iT
2~ Ĥ2e−

iT
2~ Ĥ1 ≡ e

−i
~ ĤeffT

Ĥeff = Ĥ1+Ĥ2

2
− iT

8~ [Ĥ2, Ĥ1]− T 2

96~2 [Ĥ2 − Ĥ1, [Ĥ2, Ĥ1]] + · · ·
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Numerical confirmation
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FIG. 2: (Color online) Quasi-energy spectrum for a driven
case (a) vs energy spectrum for a static case (b) obtained
under an open boundary condition. The dashed blue line and
solid black line stand for two degenerate pairs and a single pair
of MMs, respectively. t1 = 1, N = 200, and other parameters
are the same as in Fig. 1(b).

symmetry of Heff, one may construct a chiral symmetry
for Heff, a fact consistent with our above result that n⃗(k)
is in the yz plane for all k. The above analysis makes it
clear that our driving protocol changes both the under-
lying symmetry and the topological class of the system.

Without a gap closing between the two branches of
Ek, the topological invariant Z in class BDI can be ob-
tained by the integer winding number W =

∫ π

−π
dθk

2π ∈ Z,

where θk = arctan[n3(k)/n2(k)]. A computational exam-
ple illustrating W is shown in Fig. 1(a). The number of
pairs of MMs under an open boundary condition is then
given by |W |. As some system parameters continuously
change, gap closing and consequently topological phase
transitions occur.7 Figure 1(b) depicts a phase diagram,
obtained by explicitly evaluating W . It is seen that |W |
ranges from 0 to 3. This indicates that three pairs of
MMs can be formed in our driven system. This is beyond
the expectation for the undriven model, where the NNN
interaction can give at most two pairs of MMs. There-
fore, the finding of |W | = 3 in some parameter regime
is a clear sign that our driving protocol may synthesize
some features absent in the static model. The bound-
aries between different topological phases of our driven
system are also interesting on their own right. The solid
and dotted lines in Fig. 1(b) depict the topological phase
transition points at which W jumps by one. This is found
to go with the gap closing at k = 0 or ±π. The dashed
line gives the phase transition points at which W jumps
by two. This happens at k = π/2.

To confirm our theoretical results presented in Fig. 1
we carry out numerical calculations of the quasi-energy
spectrum ϵ under an open boundary condition. Because
ϵ = π/T is equivalent to ϵ = −π/T , Floquet MMs have
two flavors: one at ϵ = 0 and the other at ϵ = ±π/T . The
second flavor is certainly absent in an undriven system.44

For fixed t1 = 1 and a varying t2, Fig. 2(a) depicts the for-
mation of both flavors of Floquet MMs, with the second
flavor emerging in a wider parameter regime. The total
number of pairs of MMs should equal |W | (if the wind-
ing number is well defined). For example, Fig. 2(a) shows
that two degenerate pairs of MMs at ϵ = ±π/T and one
pair of MMs at ϵ = 0 are formed when t1 = 1 and t2 = 4.
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FIG. 3: (Color online) The expansion coefficients of Heff

for T = 0.2 (a) and 2.0 (b), and of the static H for
the real (c) and imaginary (d) parts in the operator basis

(c1, · · · , cN , c†
1, · · · , c†

N )T . l and m are the base indices. Other
parameters are the same as in Fig. 2.

This agrees with the W = −3 region shown in Fig. 1(b).
Likewise, all other details in Fig. 2(a) are fully consistent
with our analytical results shown in Fig. 1(b). We have
also studied the dynamics of the formed MMs in one full
period of driving: They are indeed well localized at two
edges. Further, as a comparison with our static model
H, we plot in Fig. 2(b) our system’s energy spectrum in
the absence of driving. It is seen that at most one pair
of MMs can be formed only in a very narrow t2 regime
for the large |µ| case. The parallel driven case is how-
ever different: One may still obtain three pairs of MMs.
Thus, even in the large |µ| case, our driving protocol can
still generate more MMs than the static case. This is
both interesting and useful because, in general, the large
|µ| is preferred for the protection of MMs against strong
disorder in actual experiments.

In efforts to generate even more MMs, we now extend
our direct numerical studies to other parameter regimes.
Remarkably, the BCH formula in Eq. (2) indicates that as
T increases, the nested commutators on the right hand
side of Eq. (2) will have heavier weights. An increas-
ing T can then induce longer-range interactions in Heff.
This trend is investigated in Fig. 3, where the expansion
coefficients of Heff [numerically obtained from Eq. (1)],
with Heff expanded as a quadratic function of the oper-

ators (c1, · · · , cN , c†
1, · · · , c†

N )T , are shown for two differ-
ent values of T . For comparison, the expansion coeffi-
cients for the static case are also plotted in Figs. 3(c)
and 3(d). A few interesting observations can be made
from Fig. 3. First, the plotted expansion coefficients of
Heff are all real, which is different from the shown static
case with both real and imaginary coefficients. This dif-
ference reflects the restored time-reversal symmetry for
the driven case. Second, in sharp contrast to the re-

coefficients of Hamiltonian expanded in the operator basis (c1, · · · , cN , c†1 , · · · , c
†
N

)T when T = 0.2 (a) and 2.0 (b) and

the real (c) and the imaginary (d) of static case.

1 Interaction range is enhanced for the driven case
(a,b) comparing with the static case (c,d)

2 The expansion coefficients of Ĥeff are real, which
confirms the restoring of time-reversal symmetry
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Multiple MFs

1 Multiple MFs can be generated
2

precisely because time-reversal symmetry is not restored
by the periodic driving therein.

In the following we present our detailed results using
a model of a 1D spinless p-wave superconductor with the
nearest- and next-nearest-neighbor (NNN) interactions
only. Under a periodic modulation of superconducting
phases, we not only demonstrate that many Floquet MMs
(e.g. 13 pairs in one case) can be generated, but also show
that the number of the MMs may be widely tuned by
scanning the modulation period. These results also shed
more light on the inherent advantages of driven systems
in exploring new topological states of matter, which can
be useful for other timely topics related to long-range
interactions (e.g., fractional Chern insulators.49,50)

Static model.—We start from the Kitaev model Hamil-
tonian for a 1D spinless p-wave superconductor

H = −µ

N∑

l=1

c†
l cl −

2∑

a=1

N−a∑

l=1

(tac†
l cl+a + ∆ac†

l c
†
l+a + h.c.),

where µ is the chemical potential, ta and ∆a = |∆a| eiϕa

with a = 1 (a = 2) describes the nearest- (next-nearest-)
neighbor hopping amplitude and pairing potential respec-
tively, and ϕa is the associated superconducting phas-
es. All energy-related parameters are scaled by |∆1| and
h̄ = 1 is set in our calculations. Majorana operators here

refer to (cl +c†
l ) or i(cl −c†

l ). Such synthesized MMs may
appear as edge modes under open boundary condition, if
the bulk band structure is topologically nontrivial.

The relative phase ϕ = ϕ1−ϕ2 determines the topolog-
ical class of H.51 For ϕ = 0 and π, H has time-reversal
and particle-hole symmetries. These cases then belong
to the so-called “BDI” class characterized by a topolog-
ical invariant Z. For other values of ϕ, H has particle-
hole symmetry only and falls into the so-called “D” class
characterized by a topological invariant Z2. The D class
can generate at most one pair of MMs. As to the BDI
class, despite its potential in forming many MMs,38 at
most two pairs of MMs can be generated here due to the
short-range nature of H.

Driven model.—We now turn to periodically driven
cases under a protocol given by Eq. (1). The emergence of
Floquet MMs is directly connected to topological proper-
ties of the eigenstates of the Floquet operator U(T ). Let
|u⟩ be an eigenstate of U(T ) with an eigenvalue e−iϵT ,
namely U(T )|u⟩ = e−iϵT |u⟩. Evidently, the eigenvalue
index ϵ is defined only up to a period 2π/T and hence
called “quasi-energy”. The periodicity in ϵ may lead to
a novel topological structure in driven systems, with the
corresponding topological classification revealed by the
homotopy groups.42 However, if the driven system be-
longs to a trivial class to this novel topological structure,
then topological properties of the driven system is fully
characterized by Heff defined in Eq. (1).38 This will be
the case for our driving protocol proposed below.

As an explicit example, we propose to switch between
two Hamiltonians H1 and H2 by the following: in the first
half period, H1 = H(ϕ1, ϕ2) with both superconducting
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FIG. 1: (Color online) (a) Winding of the n⃗(k) [see Eqs. (4)
and (5)] for k ∈ [−π, π]. W = −3, −2, 0, 1 correspond to
(t1, t2)=(1, 5), (1,3), (1, 0), (1, −3), respectively. Indicated
on each panel is the winding number W . The solid and dotted
line indicates a gap closing (of Ek) at k = 0 or ±π, while the
dashed line corresponds to a gap closing at k = π/2. Other
parameters are µ = −10, |∆2| = 2.5 and T = 0.2.

phase parameters ϕ1 and ϕ2 fixed; whereas in the second
half period, we swap ϕ1 and ϕ2 so that H2 = H(ϕ2, ϕ1).
Without loss of generality, we choose ϕ1 = π/2 and
ϕ2 = 0. Thus, within each half period, the Hamilto-
nian is in class D that breaks time-reversal symmetry. In
addition to a possible generation of long-range interac-
tions for Heff, this driving protocol is designed to recover
time-reversal symmetry. In particular, let K be a conven-

tional time-reversal operator and G ≡ e−i
ϕ1+ϕ2

2

∑
l c†

l cl be
a gauge transformation operator. Considering a general-
ized time-reversal operator K̄ ≡ KG, we find

K̄U(T )K̄−1 = e
iH1T

2h̄ e
iH2T

2h̄ = U†(T ). (3)

This constitutes a direct proof that our driven system
now possesses time-reversal symmetry, and as a result it-
s topological class is switched from class D to class BDI.
To further examine this restored time-reversal symme-
try, we work in the momentum representation and di-
rectly find an analytical Heff from Eq. (1). We define

ck =
∑

l cle
−ikl/

√
N and introduce the Nambu represen-

tation Ck = [ck, c†
−k]T . A standard procedure then leads

to Heff =
∑

k∈BZ C†
kHeff(k)Ck, with Heff(k) = Ekn⃗(k) · σ⃗,

where σ⃗ represents the Pauli matrices.41 The three com-
ponents of n⃗(k) are given by n1(k) = 0, and

n2(k) =
g1,k sin(skT )

sk sin(EkT )
− 2g2,kηk sin2 skT/2

s2
k sin(EkT )

, (4)

n3(k) =
ηk sin(skT )

sk sin(EkT )
+

2g1,kg2,k sin2 skT/2

s2
k sin(EkT )

, (5)

where ga,k = |∆a| sin(ak), sk = (η2
k +

∑
a g2

a,k)1/2,

ηk = −µ − 2
∑

a ta cos(ak), and cos(EkT ) = cos(skT ) +

2(g2
2,k/s2

k) sin2 skT/2. For each value of k, one obtains
two values of Ek and hence two values for the quasi-
energy ϵ. Consistent with the K̄ symmetry, we now have
H∗

eff(−k) = Heff(k). Noting the inherent particle-hole
symmetry of Heff, one may construct a chiral symmetry
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FIG. 2: (Color online) Quasi-energy spectrum for a driven
case (a) vs energy spectrum for a static case (b) obtained
under an open boundary condition. The dashed blue line and
solid black line stand for two degenerate pairs and a single pair
of MMs, respectively. t1 = 1, N = 200, and other parameters
are the same as in Fig. 1(b).

symmetry of Heff, one may construct a chiral symmetry
for Heff, a fact consistent with our above result that n⃗(k)
is in the yz plane for all k. The above analysis makes it
clear that our driving protocol changes both the under-
lying symmetry and the topological class of the system.

Without a gap closing between the two branches of
Ek, the topological invariant Z in class BDI can be ob-
tained by the integer winding number W =

∫ π

−π
dθk

2π ∈ Z,

where θk = arctan[n3(k)/n2(k)]. A computational exam-
ple illustrating W is shown in Fig. 1(a). The number of
pairs of MMs under an open boundary condition is then
given by |W |. As some system parameters continuously
change, gap closing and consequently topological phase
transitions occur.7 Figure 1(b) depicts a phase diagram,
obtained by explicitly evaluating W . It is seen that |W |
ranges from 0 to 3. This indicates that three pairs of
MMs can be formed in our driven system. This is beyond
the expectation for the undriven model, where the NNN
interaction can give at most two pairs of MMs. There-
fore, the finding of |W | = 3 in some parameter regime
is a clear sign that our driving protocol may synthesize
some features absent in the static model. The bound-
aries between different topological phases of our driven
system are also interesting on their own right. The solid
and dotted lines in Fig. 1(b) depict the topological phase
transition points at which W jumps by one. This is found
to go with the gap closing at k = 0 or ±π. The dashed
line gives the phase transition points at which W jumps
by two. This happens at k = π/2.

To confirm our theoretical results presented in Fig. 1
we carry out numerical calculations of the quasi-energy
spectrum ϵ under an open boundary condition. Because
ϵ = π/T is equivalent to ϵ = −π/T , Floquet MMs have
two flavors: one at ϵ = 0 and the other at ϵ = ±π/T . The
second flavor is certainly absent in an undriven system.44

For fixed t1 = 1 and a varying t2, Fig. 2(a) depicts the for-
mation of both flavors of Floquet MMs, with the second
flavor emerging in a wider parameter regime. The total
number of pairs of MMs should equal |W | (if the wind-
ing number is well defined). For example, Fig. 2(a) shows
that two degenerate pairs of MMs at ϵ = ±π/T and one
pair of MMs at ϵ = 0 are formed when t1 = 1 and t2 = 4.
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FIG. 3: (Color online) The expansion coefficients of Heff

for T = 0.2 (a) and 2.0 (b), and of the static H for
the real (c) and imaginary (d) parts in the operator basis

(c1, · · · , cN , c†
1, · · · , c†

N )T . l and m are the base indices. Other
parameters are the same as in Fig. 2.

This agrees with the W = −3 region shown in Fig. 1(b).
Likewise, all other details in Fig. 2(a) are fully consistent
with our analytical results shown in Fig. 1(b). We have
also studied the dynamics of the formed MMs in one full
period of driving: They are indeed well localized at two
edges. Further, as a comparison with our static model
H, we plot in Fig. 2(b) our system’s energy spectrum in
the absence of driving. It is seen that at most one pair
of MMs can be formed only in a very narrow t2 regime
for the large |µ| case. The parallel driven case is how-
ever different: One may still obtain three pairs of MMs.
Thus, even in the large |µ| case, our driving protocol can
still generate more MMs than the static case. This is
both interesting and useful because, in general, the large
|µ| is preferred for the protection of MMs against strong
disorder in actual experiments.

In efforts to generate even more MMs, we now extend
our direct numerical studies to other parameter regimes.
Remarkably, the BCH formula in Eq. (2) indicates that as
T increases, the nested commutators on the right hand
side of Eq. (2) will have heavier weights. An increas-
ing T can then induce longer-range interactions in Heff.
This trend is investigated in Fig. 3, where the expansion
coefficients of Heff [numerically obtained from Eq. (1)],
with Heff expanded as a quadratic function of the oper-

ators (c1, · · · , cN , c†
1, · · · , c†

N )T , are shown for two differ-
ent values of T . For comparison, the expansion coeffi-
cients for the static case are also plotted in Figs. 3(c)
and 3(d). A few interesting observations can be made
from Fig. 3. First, the plotted expansion coefficients of
Heff are all real, which is different from the shown static
case with both real and imaginary coefficients. This dif-
ference reflects the restored time-reversal symmetry for
the driven case. Second, in sharp contrast to the re-

Phase diagram and quasi-energy spectrum of the periodically driven system. T = 0.2

2 We may go further by increasing T , which induces
longer-range interactions in Ĥeff

t2 −8−7−6−5−4−3−2−1 0 1 2 3 4 5 6 7 8
T = 0.5 2 4 4 3 3 2 0 0 0 1 1 2 2 4 4 4 3
T = 1.0 6 6 7 7 6 3 3 2 1 1 2 5 5 6 7 7 6
T = 2.0 13 13 12 11 9 8 8 1 1 3 4 7 11 10 13 13 12
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Spatial distribution of MFs

The evolution of the distribution of the generated three MFs over the lattices

All the generated MFs are confined in the lattice edge
during time evolution
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Summary

The number of the MFs may be greatly enhanced
and widely tuned by periodic driving

1 The enhanced signal is more robust against experimental
disorder and contaminations from thermal excitations

2 It supplies a novel way to identify if the signal originates
from MFs by observing the change of the signal in
response of the tuning of the driving coefficients

The generation of a tunable number of MFs is
expected to offer another dimension for
experimental studies

AN J.-H. (LZU) Synthesizing novel quantum/topological... June 13, 2019 48 / 76



Outline

1 Introduction
QPT & periodic driving
Quasienergy spectrum
Nonequilibrium QPT by
periodic driving
Nonequilibrium TPT by
periodic driving

2 Generating multiple MFs
Motivation

System and results
Summary

3 Synthesizing
large-Chern-number TI

Motivation
System and results
Realization in cold atom
system
Summary

4 Conclusions

AN J.-H. (LZU) Synthesizing novel quantum/topological... June 13, 2019 49 / 76



Outline

1 Introduction
QPT & periodic driving
Quasienergy spectrum
Nonequilibrium QPT by
periodic driving
Nonequilibrium TPT by
periodic driving

2 Generating multiple MFs
Motivation

System and results
Summary

3 Synthesizing
large-Chern-number TI

Motivation
System and results
Realization in cold atom
system
Summary

4 Conclusions

AN J.-H. (LZU) Synthesizing novel quantum/topological... June 13, 2019 50 / 76



Topological insulator

Valence band

Conduction band

Surface states
Fermi level

Momentum

Page 1 of 1

2016/7/5file:///F:/TDDownload/Topological_insulator_band_structure.svg

has a bulk energy gap like an ordinary insulator

has gapless states localized spatially at the
surface/edge like a conductor

is related to quantum Hall effect on the edge states

can be characterized by topological invariant:
Winding number, Chern number, Z2
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新奇拓扑物态

量子自旋霍尔效应 (Kane, Mele, 2005)

非厄米拓扑物态 (Zhong Wang, 2018)

拓扑晶体绝缘体 (Liang Fu, 2011)

高阶拓扑物态 (Bitan Roy, 2019)
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TI with large Chern number

TI with large Chern number

with higher plateau QAH effect would lead to novel
designs for low power-consumption electronics J. Wang, B.

Lian, H. Zhang, Y. Xu, and S.-C. Zhang, PRL 111, 136801 (2013)

could improve the performance of the interconnect
devices by lowering the contact resistance C. Fang, M. J.

Gilbert, and B A. Bernevig, PRL 112, 046801 (2014)

plays a key role of realizing new photonic devices
S. A. Skirlo, L. Lu, Y. Igarashi, J. Joannopoulos, and M. Soljacic, PRL 115, 253901 (2015); S. A. Skirlo, L, Lu, and

M. Soljačić, PRL 113, 113904 (2014)
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Generate TI with large Chern number

Long-range interactions

DORU STICLET AND FRÉDÉRIC PIÉCHON PHYSICAL REVIEW B 87, 115402 (2013)
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FIG. 13. (Color online) All QAH phases possible for N3 graphene
with t6 Haldane mass; here the phase diagram for the parameter choice
t1 = 1, t2 = 1/3, t3 = 0.35, and t6 = 0.26 illustrates this point. For
M = 0, the possible Chern phases have only even Chern numbers.

topological insulators with Chern phases C = n. For the N3
graphene model with eight Dirac points, one can have a large
Chern number C = ±4. To actualize all possible topological
phases it is sufficient to add a t6 mass term. It has the
effect to produce oscillations in the phase dependent Haldane
mass, such that the term changes sign between a regular
graphene Dirac point and its satellites in N3 graphene. As
expected, all phases are attainable under this modification of
the Hamiltonian.

The mass term becomes

h3 = M − 2t2 sin φ{sin(k · a2) − sin(k · a1)

+ sin[k · (a1 − a2)]} − 2t6 sin(2φ){sin(2k · a2)

− sin(2k · a1) + sin[2k · (a1 − a2)]}. (34)

The new phase diagram is computed by considering the
mass term (34) at the eight N3 graphene Dirac points. Then
the topological transition lines are given by the zeros of the
new mass terms M′

± and m′
± expressed as a function of the

previous mass terms from Eq. (32),

M′
± = M± ± 3

√
3t6 sin 2φ,

(35)
m′

± = m± ∓ 2t6 sin 2φ(2 sin 2κ − sin 4κ),

where κ = arccos[(t3 − 1)/(2t3)] in the domain of existence
of the satellite Dirac points in N3 graphene.

The dependence of the mass term on sin 2φ makes possible
large Chern number phases |C| = ±4 by having the mass
term changing sign between the regular Dirac cones and its
time-reversed one and its own satellites (see Fig. 14). When
system parameters are varied, the N6 Haldane model can
present all Chern phases between −4 and 4. A phase diagram
that illustrates this point is represented in Fig. 14. The phase
diagram was also sampled by numerical integration over the
BZ in Eq. (4) and the results were in agreement.

Let us consider briefly the case of N4 and N7 graphene by
adding, respectively, t4 and t7 hopping terms. With hopping
integral t1 fixed as before, there are two free parameters t3
and t4. The parameter space becomes too large to describe

−π −π/2 0 π/2 π

−π

−π/2

0

π/2

π

K−K

FIG. 14. (Color online) A Dirac point that is represented by • (◦)
has chirality + (−). The colored lines represent lines of zeros for h1

(green), h2 (red), and the mass term h3 (blue). The regular Dirac points
placed at (± 4π

3
√

3
,0) are gapped by a Haldane mass that has opposite

sign. Also the mass term changes sign between the regular Dirac
point and its satellites. For parameters t1 = 1, t2 = 1/3, t3 = 0.35,
t6 = 0.26, M = 0, and φ = π/8 the phase is C = −4.

analytically the dynamics of the Dirac points and to track
at the same time the sign of the mass at the Dirac points.
The general thesis, however, remainscorrect. Larger and larger
QAH phases become possible. In the case of N4 graphene
there is a maximum of six Dirac points near a K point; for N7
graphene there are nine possible Dirac points per valley. That
indicates that with a proper mass term one can have the largest
Chern phases |C| = 7 (in N4 graphene) or |C| = 10 (in N7
graphene). In Fig. 15 is represented a Haldane t6 mass on a N4
graphene with QAH phases |C| � 5. It appears that one needs
even longer hopping terms in the Haldane mass to realize the
largest |C| = 7 phase.

−π −π/2 0 π/2 π

φ

−4

−3

−2

−1

0

1

2

3

4

M 5−5

2−2

2−2

3−3

3−3

1−1

−22

−22

1−1

1−1

−11
00
00

0

0

FIG. 15. (Color online) Haldane model from N4 graphene with a
t6 mass term. Hopping integrals t1 = 1, t2 = 1/3, t3 = 0.43, t4 = 0.3,
and t6 = 0.35. For M = 0, the possible Chern phases have only odd
Chern numbers.
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Haldane model with 6th-order hopping. D. Sticlet and F. Piéchon, Phys. Rev. B 87, 115402 (2013)

Multilayer materialsHUA JIANG, ZHENHUA QIAO, HAIWEN LIU, AND QIAN NIU PHYSICAL REVIEW B 85, 045445 (2012)

FIG. 4. (Color online) Edge spectral functions A(kx,ω) of the
semi-infinite sample along the y direction for different sample
thicknesses Nz = 6 (a), 12 (b), 18 (c), 24 (d). The exchange field
strength is set to be m = 0.7.

In the absence of exchange field, one can notice that there is
no edge state inside the bulk band gap in Fig. 3(a). This means
that the system has the same topology as that of the vacuum
and is considered as a trivial insulator. When the system enters
the second topological phase, i.e., 0.037 < m < 0.525, one
chiral gapless edge state appears inside the bulk band gap [see
Fig. 3(b) for m = 0.3], indicating that the system becomes a
nontrivial insulator with winding number N = 1. According
to the relationship between winding number of the edge state
and the bulk Chern number C,37 we claim that the system
belongs to a C = 1 QAHE phase. After the system undergoes
the second quantum phase transition, we observe that there are
two chiral gapless edge states locating inside the bulk band
gap [see Fig. 3(c) for m = 0.7], which labels that our system
enters another QAHE phase with Chern number being C = 2.
By continuously increasing the exchange field strength m, one
can obtain N = 2,3,4,5 . . . chiral edge states. In other words,
the QAHE phase with various nonzero Chern numbers can be
achieved in our system. Aside from controlling the exchange
field strength, we further find that the phases also depend on
the sample thickness Nz, when the exchange field strength m

is larger than the gap controlling parameter M . This can be
concluded in Fig. 4, showing the evolution of the edge states
with different sample thickness Nz.

To give a better understanding of this QAHE phases with
various Chern numbers, we study their topological properties
by directly calculating the zero-temperature Hall conductance.
In Fig. 5, we calculate the Hall conductance σxy as functions
of the exchange field m and the sample thickness Nz. In
Fig. 5(a), the phase diagram of the Hall conductance σxy in
the (Nz, m) plane is plotted, and different colors are used
to specify kinds of Hall plateaus. One can find that the Hall
conductance varies as functions of both the exchange field
and sample thickness. To be more specific, in Fig. 5(b) we
show the Hall conductance as a function of the exchange field
at fixed sample thickness Nz = 6,9,12; in Fig. 5(c) we plot
the Hall conductance as a function of the sample thickness
at fixed exchange field m = 0.3,0.5,0.7, and 0.9. Since the
topological invariant Chern number in the QAHE is identical
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FIG. 5. (Color online) (a) Phase diagram of the Hall conductance
σxy in the plane (m, Nz). (b) and (c) plot the Hall conductance for fixed
Nz = 6/9/12 and m = 0.3/0.5/0.7/0.9. The phenomena beyond the
parameter space in panel (a) are also shown.

to the Hall conductance (in units of e2/h), therefore each
separated QAHE phase and the resulting phase boundaries can
be easily determined. Figure 5 is the central result of this paper.
The obtained QAHE phases manifest the following features:
(i) Multiple discrete QAHE phases exist in our system with
phase transitions directly from one to another by varying the
exchange field strength or sample thickness. (ii) In contrast
to the reported QAHE proposals, the Chern number in our
proposal can be very high and the highest Chern number is
comparable to the total layers Nz; (iii) the Hall conductance
σxy is not monotonous as a function of the exchange field
strength m. For instance, Fig. 5(b) can be divided into three
regions where Hall conductance σxy is stepped by 1, −2, and
1 along with the increasing of exchange field strength m. (iv)
We emphasize that the relationship between σxy and m in our
model resembles that between σxy and the external magnetic
field in the conventional quantum Hall effect.

So far, we have showed the existence of the tunable Chern
number QAHE phases and demonstrated their topological
properties in the neutral samples. In the following, we
will move to the physical mechanism leading to such phe-
nomena. Compared to the previous two-dimensional QAHE
models,5,8,30,38 our studied model is quasi-three-dimensional.
However, to satisfy the condition of requiring the vanishing
wave function at the regions z < 0 and z > Nz, the wave
vector kz in the Z direction should take real discrete values
with their magnitude approach kz = nπ

Nz
(n = 1,2,3, . . . ,Nz) or

one imaginary value.39,40 The latter case leading to the C = 1
QAHE phase is reported in Ref. 30. We will focus on the former
one. In the momentum space, the Hamiltonian of our system
can be written as H (k) = ∑

kz
Hkz

(kx,ky) with kx,ky being
the momenta along the x and y directions and kz taking some
concrete real constants. In this way, our model can be regarded
as the combination of a series of two-dimensional square

045445-4

Dispersion relation with laymer thickness. H. Jiang, Z. Qiao, H. Liu, and Q. Niu, Phys. Rev. B 85, 045445 (2012)
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Experiments

Only |C | = 1 for electronic system is observed C.-Z.

Chang, et al., Science 340, 167 (2013); G. Jotzu, et al., Nature 515, 237 (2014)

Up to |C | = 4 is observed in microwave simulation
in photonic crystal

nontrivial band gaps with different Cgap [4,20]. If the band
gaps of two neighboring crystals overlap in frequency, the
number of edge states in the shared frequency gap is
determined by the difference between the gap Chern
numbers of each crystal. The sign of this difference
determines the directions of the edge states. This means
that with the nontrivial band gaps we found, constructing
one-way waveguides with up to seven modes is possible. If
one of the materials is trivial (Cgap ¼ 0), like metal or air,
the number of edge states equals the gap Chern number of
the crystal, with the sign of this number determining their
directions.
To provide more evidence of the topological state of

these band gaps and the one-way modes, we modified the
setup to include a highly conductive copper boundary at the
edge of the crystal. This boundary acts as a mirror with a

trivial band gap. We place two antennas near this edge on
each side of the sample and measure the transmission
between them. In Figs. 2(a) and 2(b) we present both the
S12 and S21 parameters to describe the direction-
dependent transmission of the edge modes along the metal
boundary. S12 refers to exciting the second antenna and
measuring with the first antenna, while S21 is the opposite.
The band gaps that are nontrivial (Cgap ≠ 0) can be

identified in Fig. 2 because they will have direction-
dependent edge transmission. Specifically, the nontrivial
band gaps measured in Fig. 1(c) will appear in either
Fig. 2(a) or Fig. 2(b), but not both. We show this explicitly
for the Cgap ¼ −4 band gap by highlighting the direction-
dependent transmission with gray boxes. This arises from
the directional edge states as follows. In one direction, the
group velocity of the edge modes is opposite that required

FIG. 2 (color online). Experimental edge transmission measurement and Fourier transform (FT) of mode profiles along the copper
boundary. (a) S21. (b) S12. The band gaps that are nontrivial have direction-dependent edge transmission because the interface of a
nontrivial band gap with a trivial band gap (copper boundary) supports one-way modes. In (a) and (b) this causes the nontrivial bulk
band gaps from Fig. 1(c) to be present in one direction (e.g., S12) and absent in the other (e.g., S21), which we highlight for the
Cgap ¼ −4 band gap with black boxes. The trivial band gaps around 4 GHz do not support one-way modes, and so they do not exhibit
direction-dependent transmission. (c) Experimental FT of edge-mode profiles and the theoretical edge band structures with the edge
modes in red and the bulk bands in gray. The range of wave vectors included in both plots is the same and includes only one Brillouin
zone. The number of one-way edge modes in both sets of panels agrees with jCgapj from Fig. 1(a), while the sign of Cgap is consistent
with the theoretical group velocity (from the edge-mode dispersion) and the directional transmission in (a) and (b).

PRL 115, 253901 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

18 DECEMBER 2015

253901-3

S. A. Skirlo, L. Lu, Y. Igarashi, J. Joannopoulos, and M. Soljacic, PRL 115, 253901 (2015)

Do we have more efficient way to engineer
large-Chern-number topological phases?
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Photonic Floquet TI

M. C. Rechtsman, et al., Nature 496, 196 (2013) D. Leykam, et al., PRL 117, 013902 (2016)

The formal similarity of Schrödinger equation governing
the temporal evolution of a wave packet to the spatial
propagation of a light beam in the paraxial approximation
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Periodically driven Haldane model 2

FIG. 1. Hexagonal lattice composed of A(black) and B(white)
sublattice sites. The dashed circles string the target sites of
N1,N2 and N3 hopping from the central B site, where the
hopping amplitudes is indicated with t1,2,3. The N2 hopping
to a1,3,5 (a2,4,6) is clockwise (counterclockwise) in the unit cell
and the electron will get a phase φ (−φ), when it is performed.

are

hx(k) =t1[1 + cos(k · a1) + cos(k · a2)]

+ t3{2 cos[k · (a1 − a2)]

+ cos[k · (a1 + a2)]},
hy(k) =− t1[sin(k · a1) + sin(k · a2)]

+ t3 sin[k · (a1 − a2)],

hz(k) =2t2 sinφ{sin(k · a1)− sin(k · a2)

− sin[k · (a1 − a2)]}+M,

(2)

where M is the mass term. The model has point group
C6v (M = 0) or C3v (M 6= 0).[7] Since the identity matrix
term ε(k) does not contribute when calculating Chern
numbers, we emit this term for simplicity. Then, the
simplified hamiltonian is mapped to a vector field h(k)
on the Brillouin zone (BZ). Since BZ is topologically a 2-
dimensional torus (T 2), the surface traced by k is closed.
Chern number, in this case, can be defined in a geomet-
rically intuitional way.

B. Chern number

When focusing on the two band case, Chern number
of the lower band is defined as

C =
1

4π

∫

BZ

d2k
h

|h|3 · (∂kxh× ∂kyh), (3)

where h is defined in Eq.(1). This equation can be un-
derstood as the total flux crossing the surface generated
by a monopole located at the origin with unit charge.
Considering the surface is closed, Chern number equals
the times of the surface wrapping the origin. When we
continuously change the parameters of the hamiltonian,
the corresponding surface deforms. The wrapping times
will not change if the surface keeps away from the ori-
gin (|h(k)| > 0,k ∈ BZ). Considering the eigenvalues
of H(k) = h(k) · σ are ±|h(k)|, it’s equal to say the
Chern number will conserve against the change as long

as the band gap keeps opening. Conversely, every time
the surface deforming across the origin, the Chern num-
ber (wrapping times) changes. This process accompa-
nies with the generation and collapsing of band touches,
which means every parameter supporting band touches
is on the point where phase transition happens. For our
purpose to find new phases, it nature to hope for more
phase transition points.

In addition, we can see that the definition Eq.(3) is
valid only when the gap keeps opening (|h(k)| > 0,k ∈
BZ). If this condition is fulfilled, we can also write

C =
1

4π

∫

BZ

d2k ĥ · (∂kxĥ× ∂ky ĥ). (4)

It shows that it’s the direction of h that dominant the
Chern number.

The N3 Haldane model we used, in statistic case, is
analytically proved to have phases with |C| ≤ 2.[5] In the
next section, we will drive the model and obtain larger
Chern number phases.

III. DRIVEN CASE

We now turn to the periodically driven systems. This
means the hamiltonian is changing by time, which may
essentially change the properties of the model. Alone
with the driving, parameters that specify the driving pro-
tocol are brought into the hamiltonian, which extend the
dimensions of parameter space. We can treat the stat-
ic hamiltonian as a special case of the time-depending
hamiltonian, because the parameter space in static case
is a subspace of that in driven case.

Since the hamiltonian, so is the system, is time-
depending, the stationary states can not be defined here.
We introduce Floquet theory to apply a set of new defi-
nitions.

A. Method

Floquet operator is defined as the net evolution oper-
ator of a whole period. A whole period of our driving
protocol include two steps. The hamiltonian switches
(quenches) form H1 for the first step to H2 for the sec-
ond step. Therefore, the Floquet operator is UT1,T2

=

e−
iH2T2

~ e−
iH1T1

~ , where T1 (T2) is the duration of the first
(second) step. Because the translational symmetry of the
lattice is preserved, we can write the Floquet operator in
momentum space

UT1,T2
(k) = e−

iH2(k)T2
~ e−

iH1(k)T1
~ , (5)

with H2(k), H2(k) are both matrix in the form of Eq.(1).
Here we note that we have dropped the ε(k) terms, as
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FIG. 2. Topological phase diagram in the T1-T2 plane and
the theoretically obtained band-touching lines (white lines),
with different colors of the background representing the nu-
merically obtained Chern numbers. The function forms of
the straight phase transition lines are given on the right end
of the figure panel, where gA, gB , gC , and gD are specified in
Fig. 1. Solid (dashed) lines are band-touching lines for even
(odd) n.

term. The primitive vectors are a1 = (
√

3/2, 3/2) and

a2 = (−
√

3/2, 3/2) in the unit of the hexagonal lattice
constant. The model has point group C6 (M = 0) or C3

(M 6= 0) [51]. The ε(k) term has been neglected because
it does not affect the concerned topology here.

According to our general analysis, more PTPs lead
to a richer phase diagram in terms of T1 and T2. We

thus intend to choose h1(k) and h2(k) to generate more
PTPs. We use t1 to scale the energy unit. For illustra-
tion purpose, we fix t2 = 0.8 and M = 0 and periodically
quench parameters t3 and φ. That is, we periodically set
t3 = 0.75 and φ = −π/6 for duration T1 and then let
t3 = −0.75 and φ = −π/2 for duration T2. The changes
in both t3 and φ could be realized by modulating the
optical lattice realizing the Haldane model [45, 52, 53].
Figure 1 shows the obtained PTPs. Since the C6 symme-
try of the Haldane model is maintained by the quenching,
the PTPs can be classified according to their equivalence
up to C6 rotations. In particular, the PTPs in Fig. 1 are
sorted into four classes. Class A has one member resid-
ing in the BZ center. Class B has six members in the
first BZ. Class C has two PTPs because other equivalent
partners go beyond the first BZ and return exactly to
the first two PTPs if pulled back to the first BZ. For a
similar reason, class D has only three independent PTPs
on the edges of the first BZ. Due to C6 symmetry, all the
PTPs in the same class yield the same Eq. (4.b).

For the above specified quenching protocol, the explicit
expressions [denoted as gi (i = A, B, C, D)] of the left
hand side of Eq. (4.b) are also shown in Fig. 1 (see top)
for each class. The band-touching lines are then given by
gi = nπ. Different classes of PTPs and different values
of n then yield many band-touching and hence topolog-
ical phase transition lines. In principle we can obtain as
many band-touching lines as we wish. Figure 2 shows
a small portion of the topological phase diagram in the
T1-T2 plane (that is, only the diagram for a small range
of T1 and T2 is plotted). Different colors represent dif-
ferent Floquet-band Chern numbers. It is seen that the
theoretical band-touching lines agree with the numeri-
cally obtained topological phase boundaries. Remark-
ably, topological phases with Floquet-band Chern num-
bers as large as |C| = 7 are obtained in our quenched Hal-
dane system. Such large-Chern-number phases are not
possible for the otherwise static Haldane model, unless
much longer hopping terms are presented [18]. Presum-
ably, quenching system parameters in a system already
experimentally realizable is much less challenging than
fabricating very long hopping terms in a Hamiltonian.
It indicates that besides inducing topologically nontriv-
ial phases from topologically trivial one (see Ref. [23]
and Appendix C), the periodic driving also supplies us a
useful tool to achieve extremal topological states of mat-
ter absent in the static systems. We have also verified
that the Chern number jumps between two topolgoical
phases, denoted ∆C, is indeed always a constant along
the entire boundary. Furthermore, consistent with our
general predictions, ∆C for different parities of n within
the same class are indeed equal in magnitude but oppo-
site in sign. For example, ∆C along the line gB = π is
−6; while it is +6 along the line gB = 2π.

Figure 3 presents more detailed aspects of the Floquet
bands, for four choices of T1 and T2 associated with four
classes of PTPs (already marked in Fig. 2). The results
confirm that the band touching occurs at 0 [see Fig. 3(a),
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term. The primitive vectors are a1 = (
√

3/2, 3/2) and

a2 = (−
√

3/2, 3/2) in the unit of the hexagonal lattice
constant. The model has point group C6 (M = 0) or C3

(M 6= 0) [51]. The ε(k) term has been neglected because
it does not affect the concerned topology here.

According to our general analysis, more PTPs lead
to a richer phase diagram in terms of T1 and T2. We

thus intend to choose h1(k) and h2(k) to generate more
PTPs. We use t1 to scale the energy unit. For illustra-
tion purpose, we fix t2 = 0.8 and M = 0 and periodically
quench parameters t3 and φ. That is, we periodically set
t3 = 0.75 and φ = −π/6 for duration T1 and then let
t3 = −0.75 and φ = −π/2 for duration T2. The changes
in both t3 and φ could be realized by modulating the
optical lattice realizing the Haldane model [45, 52, 53].
Figure 1 shows the obtained PTPs. Since the C6 symme-
try of the Haldane model is maintained by the quenching,
the PTPs can be classified according to their equivalence
up to C6 rotations. In particular, the PTPs in Fig. 1 are
sorted into four classes. Class A has one member resid-
ing in the BZ center. Class B has six members in the
first BZ. Class C has two PTPs because other equivalent
partners go beyond the first BZ and return exactly to
the first two PTPs if pulled back to the first BZ. For a
similar reason, class D has only three independent PTPs
on the edges of the first BZ. Due to C6 symmetry, all the
PTPs in the same class yield the same Eq. (4.b).

For the above specified quenching protocol, the explicit
expressions [denoted as gi (i = A, B, C, D)] of the left
hand side of Eq. (4.b) are also shown in Fig. 1 (see top)
for each class. The band-touching lines are then given by
gi = nπ. Different classes of PTPs and different values
of n then yield many band-touching and hence topolog-
ical phase transition lines. In principle we can obtain as
many band-touching lines as we wish. Figure 2 shows
a small portion of the topological phase diagram in the
T1-T2 plane (that is, only the diagram for a small range
of T1 and T2 is plotted). Different colors represent dif-
ferent Floquet-band Chern numbers. It is seen that the
theoretical band-touching lines agree with the numeri-
cally obtained topological phase boundaries. Remark-
ably, topological phases with Floquet-band Chern num-
bers as large as |C| = 7 are obtained in our quenched Hal-
dane system. Such large-Chern-number phases are not
possible for the otherwise static Haldane model, unless
much longer hopping terms are presented [18]. Presum-
ably, quenching system parameters in a system already
experimentally realizable is much less challenging than
fabricating very long hopping terms in a Hamiltonian.
It indicates that besides inducing topologically nontriv-
ial phases from topologically trivial one (see Ref. [23]
and Appendix C), the periodic driving also supplies us a
useful tool to achieve extremal topological states of mat-
ter absent in the static systems. We have also verified
that the Chern number jumps between two topolgoical
phases, denoted ∆C, is indeed always a constant along
the entire boundary. Furthermore, consistent with our
general predictions, ∆C for different parities of n within
the same class are indeed equal in magnitude but oppo-
site in sign. For example, ∆C along the line gB = π is
−6; while it is +6 along the line gB = 2π.

Figure 3 presents more detailed aspects of the Floquet
bands, for four choices of T1 and T2 associated with four
classes of PTPs (already marked in Fig. 2). The results
confirm that the band touching occurs at 0 [see Fig. 3(a),
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FIG. 3. (Color on line) Quasienergy dispersion of the marked points in Fig. 2. The parameters of (a)-(d) are (T1, T2) =
(1.1, 0.68), (0.8, 0.63), (0.8, 1.1), and (1.0, 0.38) corresponding to the lines gA = 2π, gB = π, gC = 2π, and gD = 0, respectively.
Left subfigure in (a) shows that the nonlinear touch point splits into three Dirac points by adding a perturbation M .
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FIG. 4. (a) and (b) are energy spectra of H1 with C = 2 and H2 with C = −1, respectively. (c) and (d) are the quasienergy
spectra with C = −4 when (T1, T2) = (0.9, 1.2) and with C = −7 when (T1, T2) = (1.3, 1.2), respectively. The complementary
curves below the quasienergy −π/T in (c) is translated from the part below π/T due to the periodicity of the quasienergy BZ.

chiralities in Fig. 3(b), (c), and (d), in which all the
touching points are Dirac point, are −6, −2, and −3,
respectively. On the contrary, the touch point in Fig.
3(a) possesses nonlinear dispersion. Physically, it can be
understood as the limit case with multiple Dirac points
merging together. It has been shown that the topological
number of such diabolical point equals to the net chirality
of the hidden multiple Dirac points [19, 28, 29]. In the left
part of Fig. 3(a), we plot that, by adding a perturbation
to M , this diabolical point splits into three Dirac points.
Thus ∆C and the chirality across the phase transition
lines of class A is ±3.

We have thus engineered a number of new phases with
widely tunable Chern numbers ranging from −7 to 7 by
periodic driving, which are totally impossible for its orig-
inal static Hamiltonians H1 and H2. To further justify
our result, we calculate the quasienergy spectra of our
periodic system under the boundary condition of semi-
infinite strip with an edge at y = 0 [1, 30, 31]. According
to the bulk-boundary correspondence, we have the Chern
number of the lower band equals to the difference of the
numbers of chiral edge modes above and below the band
[25]. For comparison, Fig. 4(a) and (b) depict the energy
spectra of H1 and H2. It can be found that there are two
chiral edge modes intersecting the zero energy in posi-
tive group velocity for H1, while there is one edge state
intersecting the zero energy in negative group velocity.
For these static spectra, no edge mode below the low-
er band is present and thus their Chern number is 2 and
−1, respectively. Different from the static case, the chiral
edge modes for a periodic system can go through the top

and enter the bottom of the quasienergy BZ due to the
periodicity of the quasienergy [25]. In Fig. 4(c), there
are four chiral edge modes, three of which is above and
the other one is below the band. The three above ones
intersect the zero quasienergy in negative group veloci-
ty, while the below one intersects ±π/T five times, three
times in positive and two times in negative velocity. They
thus gives the Chern number C = −3 − 1 = −4, which
matches with the numerically calculated Chern number
in Fig. 2. The similar analysis to Fig. 4(d) reveals that
there are seven edge modes, six of which bridge the gap
above the lower band in negative velocity and the other
one bridges the gap below it in positive velocity. Thus
we obtain C = −7.

Although the large ratios can be realized in shaking op-
tical lattices [32, 33], we can still get a plentiful phase dia-
gram with more physical t2,3/t1, where the higher Chern
number phases appear constricted. In our phase diagram
of driven N3 Haldane model, the highest Chern numbers
are ±7, while, in contrary to the static case, the limit is
±2. Even in static N4 Haldane model, one needs even
longer than t6 hopping terms in the Haldane mass to
reach the theoretical largest C = ±7 phases.[19]

Conclusions.— We have investigated the Floquet topo-
logical phase transition of a periodically driven N3 Hal-
dane system. It is revealed that a widely tunable Chern
number of the topological phases can be engineered in
the practically reasonable parameter regime by the pe-
riodic driving. The result implies that one can engineer
large-Chern-number topological insulator by well tailored
periodic driving, which relaxes greatly the experimen-
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FIG. 3. (Color on line) Quasienergy dispersion of the marked points in Fig. 2. The parameters of (a)-(d) are (T1, T2) =
(1.1, 0.68), (0.8, 0.63), (0.8, 1.1), and (1.0, 0.38) corresponding to the lines gA = 2π, gB = π, gC = 2π, and gD = 0, respectively.
Left subfigure in (a) shows that the nonlinear touch point splits into three Dirac points by adding a perturbation M .
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FIG. 4. (a) and (b) are energy spectra of H1 with C = 2 and H2 with C = −1, respectively. (c) and (d) are the quasienergy
spectra with C = −4 when (T1, T2) = (0.9, 1.2) and with C = −7 when (T1, T2) = (1.3, 1.2), respectively. The complementary
curves below the quasienergy −π/T in (c) is translated from the part below π/T due to the periodicity of the quasienergy BZ.

chiralities in Fig. 3(b), (c), and (d), in which all the
touching points are Dirac point, are −6, −2, and −3,
respectively. On the contrary, the touch point in Fig.
3(a) possesses nonlinear dispersion. Physically, it can be
understood as the limit case with multiple Dirac points
merging together. It has been shown that the topological
number of such diabolical point equals to the net chirality
of the hidden multiple Dirac points [19, 28, 29]. In the left
part of Fig. 3(a), we plot that, by adding a perturbation
to M , this diabolical point splits into three Dirac points.
Thus ∆C and the chirality across the phase transition
lines of class A is ±3.

We have thus engineered a number of new phases with
widely tunable Chern numbers ranging from −7 to 7 by
periodic driving, which are totally impossible for its orig-
inal static Hamiltonians H1 and H2. To further justify
our result, we calculate the quasienergy spectra of our
periodic system under the boundary condition of semi-
infinite strip with an edge at y = 0 [1, 30, 31]. According
to the bulk-boundary correspondence, we have the Chern
number of the lower band equals to the difference of the
numbers of chiral edge modes above and below the band
[25]. For comparison, Fig. 4(a) and (b) depict the energy
spectra of H1 and H2. It can be found that there are two
chiral edge modes intersecting the zero energy in posi-
tive group velocity for H1, while there is one edge state
intersecting the zero energy in negative group velocity.
For these static spectra, no edge mode below the low-
er band is present and thus their Chern number is 2 and
−1, respectively. Different from the static case, the chiral
edge modes for a periodic system can go through the top

and enter the bottom of the quasienergy BZ due to the
periodicity of the quasienergy [25]. In Fig. 4(c), there
are four chiral edge modes, three of which is above and
the other one is below the band. The three above ones
intersect the zero quasienergy in negative group veloci-
ty, while the below one intersects ±π/T five times, three
times in positive and two times in negative velocity. They
thus gives the Chern number C = −3 − 1 = −4, which
matches with the numerically calculated Chern number
in Fig. 2. The similar analysis to Fig. 4(d) reveals that
there are seven edge modes, six of which bridge the gap
above the lower band in negative velocity and the other
one bridges the gap below it in positive velocity. Thus
we obtain C = −7.

Although the large ratios can be realized in shaking op-
tical lattices [32, 33], we can still get a plentiful phase dia-
gram with more physical t2,3/t1, where the higher Chern
number phases appear constricted. In our phase diagram
of driven N3 Haldane model, the highest Chern numbers
are ±7, while, in contrary to the static case, the limit is
±2. Even in static N4 Haldane model, one needs even
longer than t6 hopping terms in the Haldane mass to
reach the theoretical largest C = ±7 phases.[19]

Conclusions.— We have investigated the Floquet topo-
logical phase transition of a periodically driven N3 Hal-
dane system. It is revealed that a widely tunable Chern
number of the topological phases can be engineered in
the practically reasonable parameter regime by the pe-
riodic driving. The result implies that one can engineer
large-Chern-number topological insulator by well tailored
periodic driving, which relaxes greatly the experimen-

Energy spectrum for static H1(a) and H2(b); Qasienergy spectrum under periodic driving (T1,T2) = (0.9, 1.2)(c)
and (T1,T2) = (1.3, 1.2)(d).
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Time evolution of the edge modes
兰州大学硕士学位论文 周期性驱动系统中极端拓扑相的研究
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图 4-6: Floquet 边缘态占据概率在一个周期内的演化，图中所有边缘态来自于
图4-5(c)。(a)-(c) 中的边缘态取自图4-5(c) 中三个边缘模与准能量 0 的交点，(d)
取自 kx = 0 处准能量为 ±π/T 的边缘态。

经历一个了完整周期的演化后，所有边缘态都会回到它们的初始状态，这恰好符

合准定态演化的周期性 [ii] 并且这些边缘态的占据概率在演化的全过程中都集
中在晶格边缘（y = 0）附近的格点。此结果说明 Floquet 边缘态与静态系统中
的边缘态一样，都具有良好的局域行为。

4.5 拓扑ᒩ带

分数陈绝缘体也是目前拓扑绝缘体领域备受关注的话题之一，它是实现常

温下分数量子霍尔效应的关键，并且已有许多理论工作利用数值方法证实了它

的存在可能性 [57–59]。然而分数陈绝缘体的实现除了需要有拓扑非平庸的能带
之外，还要求这些能带具有极窄的带宽（即拓扑平带）。同时满足这两个条件是

非常困难的，这也是目前实验实现分数陈绝缘体的困难所在。文献 [60] 指出拓
扑平带的实现不仅需要构造复杂的哈密顿量，还需要系统拥有大量的可调参数。

如第一章提到的，这样的调件恰是静态系统中难以满足的。由于周期驱动系统可

以将驱动参数作为额外的可调参数引入哈密顿量，这意味着周期驱动方法在实

现分数陈绝缘体方面更具优势。

同大多数静态模型一样，静态 Haldane 模型中不存在拓扑平带。然而通过
施加合适的周期驱动，便可以在 Haldane 模型诱导出拓扑平带。图4-7给出了一
个由静态哈密顿量 H ′

1, H
′
2 通过周期淬火得到非平庸的拓扑平带的范例。这进一

36

All the four edge states are confined at the edge during
time evolution
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Spin-orbit coupling in 1D cold atom

X.-J. Liu, Z.-X. Liu, and M. Cheng, Phys. Rev. Lett. 110,
076401 (2013)

A standing wave (red):
Vol = V0 cos2 k0x with
V0 = |Ω1|2/∆
Further with the running
wave (blue):
M(x) = M0 cos k0x with
M0 = |Ω1Ω2|/∆

Ĥ =
∑

σ

∫
dxψ̂†σ(x)[

p2
x

2m
+ Vol cos2(k0x) + ξσmz ]ψ̂σ(x)

+M0[

∫
dxψ̂†↑(x) cos(k0x)ψ̂↓(x) + H.c.]

AN J.-H. (LZU) Synthesizing novel quantum/topological... June 13, 2019 62 / 76



Tight-binding Hamiltonian

If M0 � Vol: neglect interband spin-dependent coupling
of the different orbital bands

Ĥ = −
∑

〈i ,j〉,σ
λs(i , j)ψ̂

†
iσψ̂jσ + mz

∑

i ,σ

ξσψ̂
†
iσψ̂iσ

+
∑

〈i ,j〉
[λso(i , j)ψ̂†i↑ψ̂j↓ + H.c.],

v0(i , j) =

∫
dxφ∗i (x)[

p̂2
x

2m
+ Vol cos2(k0x)]φj(x),

vso(i , j) = M0

∫
dxφ∗i (x) cos(k0x + ϕ)φj(x),

φj(x): the lowest band Wannier function on the jth site
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Bogoliubov-de Gennes Hamiltonian

Ĥ =
∑

k∈BZ C
†
kH(k)Ck with C†k = (ψ̂†k↑ ψ̂

†
k↓),

H(k) = h(k) · σσσ and the Bloch vector

h(k) = (0, 2vso sin k ,mz − 2v0 cos k), (9)

Time-reversal symmetry: BDI class

Topological invariant W

W =

{
0, else

± 1, |mz | ≤ 2|λs | & λso 6= 0

At most one pair of edge state can be formed
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Driving scheme

vso(t) =

{
A1, t ∈ [mT ,mT + T1)

A2, t ∈ [mT + T1, (m + 1)T ),
m ∈ Z,

which can be realized by periodically changing the
driving strength M0 of the Raman transition.

Liu, Xiong, Zhang, and AN, arXiv:1904.01950
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Numerical results

Er = ~2k2
0/2m is the unit energy scale. T1 = T2 = T/2.
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Numerical results: Phase diagram

PT condition: nα = T |mz − 2e iαv0|/π for α = 0, π

W decreases (increases) 1 when T increases across
the boundary caused by k = π (0)
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2D: Static case

A recent realization. Z. Wu et al., Science 354, 83 (2016)

h2D(k) = [2vso sin kz , 2vso sin kx ,mz−2v0(cos kx +cos kz)]

The Chern number

C =

{
0, else

sgn(mz), |mz | < 4|v0|
At most one pair of edge states can be formed
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2D: Periodic-driving case

The blue solid (red dashed) lines marked by 4, � and ◦ are the zero
(π/T ) modes.

PT condition: T |mz − 2(e iα + e iβ)v0| = nπ with
α, β = 0 or π

Breakdown of bulk-edge correspondence

|C| = 2 at most, but many edge states are formed
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Bulk-edge correspondence is recovered by
considering the respective contribution of two types
of edge states
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Summary

Nonequilirium topological insulator phases can be
triggered by periodic driving

It can be used to artificially synthesize extremal
topological states of matter absent in its static
correspondence
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Conclusions

We may manipulate (quasi)energy spectrum by
periodic driving such that exotic QPT/TPT is
triggered

Periodically driven system may exhibit novel
properties absent in its static correspondence
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Outlook: Weyl semimetal

Periodic-driving-induced III-type semimetal (L), I- and II-type coexistence (R)

Periodic-driving-induced exotic topological nodal line semimetals

Wu, AN, in preparation
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Thank you for your
attention!
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Metrology

Metrology: Develop methods to measure physical
quantities in high precision

I Define international units of measurement
I Realize these units of measurement in practice

Measurement errors VS repeating measurements

δx = ∆σ/
√
M Central limit theorem

≥ 1/
√
MF (x) Cramér-Rao bound

I M : Measurement times
I ∆σ: Standard deviation
I F (x) =

∑M
i=1[∂xpi(x)]2/pi(x): Fisher information;

pi(x): Measured probability distribution of x
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Q. metrology

Q. metrology employs Q. effects to attain a precision
surpassing the limit achievable in classical physics

I Q. squeezing
I Q. entanglement

It has profound impact on
I Q. lidar/radar (positioning)
I Atomic clock (frequency)
I Q. magnetometer (magnetism)
I Q. imaging (photography)
I Q. gyroscope (navigation)

A great technique innovation triggered by Q. theory
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Mach-Zehnder interferometer

𝐴

𝐵

𝐴′

𝐵′

𝜑

𝐶

𝐷

Mach-Zehnder interferometer

V̂ = exp[i π4 (â†AâB + â†B âA)]:
50:50 beam splitter
Û = exp[iϕâ†B âB ]: Phase shift to
encode

Input-output relation

|ψout〉 = V̂ ÛV̂ |ψin〉
Measure Ō = 〈ψout|Ô|ψout〉, δO =

√
O2 − Ō2

Parameter estimation

δϕ =
δO

|∂Ō/∂ϕ|
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Ô = â†AâA − â†B âB
Coherent state |ψin〉 = |αA, 0B〉 (n̄ = |α|2):

min δϕ = 1/
√
n̄ Standard Q. limit (SQL)

Squeezed state |ψin〉 = |αA, ξB〉 (ξ = re iφ):

min δϕ = e−r/
√
n̄ ' 1

N3/4
Zeno limit (ZL)

Entangled state |ψin〉 = 1√
2
(|n+

A , n
−
B 〉+ |n−A , n+

B 〉)
(n± = n±1

2 ):

min δϕ = 1/n Heisenberg limit (HL)

V. Giovannetti, S. Lloyd, and L. Maccone, Science 306, 1330 (2004)
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Ramsey interferometer

R. Chaves, et al., PRL 111, 120401 (2013)

Uncorrelated input state
1 Input: |g〉⊗N π/2 pulse−−→[(|g〉+ |e〉)/

√
2]⊗N

2 Encode: Free evolution−−−→[(e
iω0t

2 |g〉+ e
−iω0t

2 |e〉)/
√

2]⊗N

3 Detect: π/2 pulse−−→[cos ω0t
2 |g〉+ i sin ω0t

2 |e〉]⊗N

Measure Ô = σ̂+σ̂−−−−−−−→Ō = sin2 ω0t

2
, ∆O = | sinω0t|/2
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4 Repeating detection in T : We obtain M = NT/t
copies of measurement results

δO =

√
∆O

M
=

√
| sinω0t|
2NT/t

5 Estimate:

δω0 =
δO

|dŌ/dω0|
= (NTt)−1/2 SQL

10 / 50



Entangled input state
1 Input: |g〉⊗N π/2 pulse−−→

|g〉+|e〉√
2
⊗ |g〉⊗N−1

CNOT−→(|g〉⊗N + |e〉⊗N)/
√

2

2 Encode: Free evolution−−−→(e
iNω0t

2 |g〉⊗N + e
−iNω0t

2 |e〉⊗N)/
√

2
3 Detect:

CNOT−→
e

iNω0t
2 |g〉+ e

−iNω0t
2 |e〉√

2
⊗ |g〉⊗N−1

π/2 pulse−−→[cos
Nω0t

2
|g〉+ i sin

Nω0t

2
|e〉]⊗ |g〉⊗N−1

Measure Ô = σ̂+σ̂−−−−−−−→Ō = sin2 Nω0t

2
, ∆O = | sinNω0t|/2
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4 Repeating detection in T : We obtain M = T/t
copies of measurement results

δO =

√
∆O

M
=

√
| sinNω0t|

2T/t

5 Estimation:

δω0 =
δO

|dŌ/dω0|
= (N2Tt)−1/2 HL

S. F. Huelga, et al., PRL 79, 3865 (1997)

12 / 50



Application of Q. metrology

Q. lithography. P. Kok, S. L. Braunstein, J. P.
Dowling (2002)

Entangled atomic clock. M. D. Lukin’s group,
Nat. Phys. 10, 582 (2014)

Q. imaging. G. Brida, M. Genovese, I. Ruo
Berchera, Nat. Photon. 4, 227 (2010)

Q. radar. S. Barzanjeh et al., Phys. Rev. Lett.
114, 080503(2015)
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Q. magnetometer

Spin squeezing. M. F. Riedel, et al., Nature
464, 1170 (2010)

BEC自旋压缩导致的磁力计计量精度超越标准
量子极限. W. Muessel, et al., PRL 113, 103004

(2014)
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LIGO

Squeezing-enhanced sensitivity

The LIGO Scientific Collaboration, Nature Photonics 7, 613 (2013)
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Research focus in Q. metrology
Given Q. resource, what is the ultimate limit of the
precision: Q. Fisher information

I Pure state |Ψ(x)〉:
FQ(x) = 4[d〈Ψ(x)|

dx
d |Ψ(x)〉

dx
− |d〈Ψ(x)|

dx
|Ψ(x)〉|2]

I Mixed state ρ =
∑

i λi |ψi(x)〉〈ψi(x)|

FQ(x) =
∑

i

[ 1

λi

(dλi
dx

)2

+ λiFQ,i(x)
]

−8
∑

i 6=j

λiλj
λi + λj

∣∣∣d〈ψi(x)|
dx

|ψj(x)〉
∣∣∣
2

Zhang, Li, Yang, Jin, 88, 043832 (2013)

What measurement scheme can realize the ultimate
limit
How to evaluate and control decoherence effect
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Decoherence
The loss of coherence or of the phase ordering of
the components of a Q. superposition
The reason why Q. behaviors are different from
classical one

|Ψ〉 → |00 · · · 0〉 From W. H. Zurek (1991)

1 The border between Q. and classical world
2 Quantum-classical transition
3 The paradoxes when Q. laws are applied to macroscopic

systems
18 / 50



Renewed interest in Q. engineering

Q.
Engineering

B

E

C

D

AQ. Metrology

Q. Computation

Q. 
Communication

Q. Simulation Mechanical analog to Schrödinger’s cat. From
Cho, Science 327 516 (2010).

Great technique innovations from physical principle

The realization of QE is bounded by decoherence

How to understand and control decoherence is crucial

19 / 50



Description of decoherence
Main idea
Tracing over the env. DoF from the
unitary dynamics of the whole system
consisting of the system and its env., the
dynamics of the system is obtained.

Markovian vs non-Markovian: Coupling strength

Dephasing vs dissipation: Energy exchange

Born-Markovian dynamics. Env. acts as a sink so that the
energy flows irreversibly from the system to the env..

Non-Markovian dynamics. Env. coherently interplays with the
system: dynamical backaction

20 / 50



Local Markovian dephasing noises
Ramsey interferometer: the atomic free evolution in
encoding step is obscured by Q. noises

δω0|ent = δω0|unc

Q. advantage disappears completely
S. F. Huelga, et al., PRL 79, 3865 (1997)
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Local non-Markovian dephasing noises

r = δω0|unc/δω0|ent

δω0|ent ∝ n−3/4 ZL

surpasses the SQL but does not achieve the HL
A. W. Chin, S. F. Huelga, and M. B. Plenio, PRL 109, 233601 (2012)
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More on non-Markovian noises

In short-time Zeno dynamics, the ZL is obtainable

for all local non-Markovian dephasing models K.

Macieszczak, PRA 92, 010102(R) (2015)

for all local phase-covariant noises in non-semigroup
evolution A. Smirne, et al., PRL 116, 120801 (2016)

Phase covariant noise:
[Λω0

(t), e−iω0tσz/2] = 0 with
ρω0

(t) = Λω0
(t)⊗N [ρ(0)]

In long-time dynamics, δω0|ent = δω0|unc

23 / 50
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Motivation

Non-Markovian effect is helpful in improving
metrology precision in noise case

Can this helpful role performs better than achieving
ZL?

Is ideal precision achievable in noisy Q. metrology?
How is the situation in dissipative noises?

I Reason of atomic spontaneous emission
I Main decoherence source in Ramsey and MZ

interferometers
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Local dissipative noises

ω0

ω0

ω0
1

2

n

1

2

n

.
.
.

.
.
.

Probe preparation ReadoutParameter encoding

1

Ramsey interferometer to precisely estimating atomic frequency ω0

Hamiltonian:

Ĥj = ω0σ̂
+
j σ̂
−
j +

∑

k

[ωk â
†
j ,k âj ,k + gk(âj ,k σ̂

+
j + H.c.)]

gk = ω0êk · d/
√

2ε0ωkV
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Noisy dynamics in parameter encoding

Master equation:

ρ̇(t) =
n∑

j=1

{−iω(t)

2
[σ̂+

j σ̂
−
j , ρ(t)] +

γ(t)

2
Ľjρ(t)},

Ľj · = 2σ̂−j · σ̂+
j − {·, σ̂+

j σ̂
−
j }, γ(t) + iω(t) = −2 ċ(t)

c(t)

ċ(t) + iω0c(t) +

∫ t

0

f (t − τ)c(τ)dτ = 0

under c(0) = 1. f (t − τ) ≡
∫
J(ω)e−iω(t−τ)dω.

J(ω): Spectral density, the minimal input of noises
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Noisy Q. metrology

δω0|uncor =

{
nT [∂ω0

Re(c(t))]2

t[1− Re2(c(t))]

}−1/2

δω0|ent =

{
T [∂ω0

Re(cn(t))]2

t[1− Re2(cn(t))]

}−1/2

Ideal limit: limgk→0 c(t) = e−iω0t , then

δω0|ideal
uncor = (nTt)−1/2, δω0|ideal

ent = (n2Tt)−1/2

Markovian limit: c(t) = e−[γ̃/2+i(ω0+∆ω)]t with

γ̃ = 2πJ(ω0) and ∆ω = P
∫ J(ω)

ω−ω0
dω

min(δω0|uncor) = min(δω0|ent) = (nT/γ̃e)−1/2
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Analysis via Laplace transform

c(t) = L−1[
1

s + iω0 + K̃ (s)
]

= Ze−iEbt +

∫ iσ+∞

iσ+0

dE

2π
α̃(−iE )e−iEt

Re

Im

0

CR

L
σ

B+

B
-

Pole Branch cut

where Z = [1 +
∫∞

0
J(ω)

($b−ω)2dω]−1 and Eb is a pole

y(E ) ≡ ω0 −
∫ ∞

0

J(ω)

ω − E
dω = E , (E = is)

One can prove

lim
t→∞

c(t) =

{
0, y(0) > 0

Ze−iE0t , y(0) < 0
(1)
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Exact long-time metrology precision

Thus when y(0) < 0

min( lim
t→∞

δω0|ent) ≤ Z−(n+1)δω0|ideal
ent (2)

The scaling is HL modulated by Z−(n+1) in
amplitude
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What is Eb

The eigenstate of atom-env system:
|ϕ1〉 = c0 |+, {0k}〉+

∑
k ck |−, 1k〉

ω0c0 +
∑

k gkck = Ec0

g ∗k c0 + ωkck = Eck

}
⇒y(E ) ≡ ω0 −

∫ ∞

0

J(ω)

ω − E
dω = E

Tong, An, Luo, Oh, PRA 81, 052330 (2010)

y(0)>0

-1.0 -0.5 0.5 1.0
E1

-2

-1

1

2 y(0)<0

-1.0 -0.5 0.5 1.0
E1

-4

-2

2

The pole is just the eigenenergy of the whole system

We call the isolated eigenstate bound state
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A structured env

A photonic bandgap env formed in circuit QED

ωc ' 8.0 GHz, γ0 ' 50 MHz, ω0 ' 6.0 ∼ 8.5 GHz
Y. Liu, A. A. Houck, Nat. Phys. 13, 48 (2017)
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Population trapping in structured env
Dispersion relation: ωk = ωc + A(k − k0)2 with k0 = ωc

c
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δ = ω0 − ωc and γ0 = ω3
0d

2/(3πε0c3). ωc = 100γ0 is been used.

The regime where the population is trapped matches
with the one where a bound state is formed
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Metrology precision
Evolution of the precision

Local minima
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0.2

0.5

1

2

5

0 2 4 6 8 10

0.1

10

1000

105

0 2 4 6 8 10

0.05

0.10

0.50

1

5

n = 10 is been used. Grey area: HL

The HL is restored asymptotically with decreasing δ
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Scaling relation in long-time dynamics
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1

t = 10/γ0 is been used. Grey area: HL. Grey curves show the scaling obtained from
Z−(n+1)δω0|ideal

ent

The precision scaling as Z−(n+1)δω0|ideal
ent in long-time

dynamics tends to the HL
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Ideal case

ො𝑎2

𝛾

D2

D1

ො𝑎1

BS2

BS1

Input Noisy encoding Detection

M

M

To estimate a parameter γ of a
system, we choose two-mode

light in |ψin〉 and let it interact
with the system to encode the
parameter. After the light goes

through the MZI, the
photon-number difference of the

two output ports is measured.

Input: |ψin〉 = |α, ξ〉 (α = |α|e iϕ,
ξ = re iφ)

Encode: Û = e−i Ĥ0t with
Ĥ0 = ω0â

†
1â1 + (ω0 + γ)â†2â2.

|ψout〉 = V̂ ÛV̂ |ψin〉, V̂ = e i
π
4 (â†1â2+â†2â1)

Measure M̂ = â†1â1 − â†2â2 (δγ = δM
|dM̄/dγ|)

min δγ|γt=π
2 ,φ=2ϕ =

(|α|2e−2r + sinh2 r)
1
2

t(sinh2 r − |α2|) ' 1

N
3
4 t
, (ZL)

R. Demkowicz-Dobrzański, M. Jarzyna, and J. Ko lodyński, Progress in Optics 60, 345 (2015)
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Noisy case
Noise presents in encoding step. Then

Ĥ = Ĥ0 +
∑

k

[ωk b̂
†
k b̂k + gk(b̂†k â2 + h.c.)]

The decoherence is governed by JHA, Zhang, PRA 76, 042127 (2007)

ρ̇(t) = −i [ω0â
†
1â1 + Ω(t)â†2â2, ρ(t)] + κ(t)Ľâ2

ρ(t)

with κ(t) + iΩ(t) = ċ(t)/c(t) and

ċ(t) + i(ω0 + γ)c(t) +

∫ t

0

f (t − τ)c(τ)dτ = 0

with c(0) = 1, f (t − τ) =
∫∞

0 J(ω)e−iω(t−τ)dω
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Metrology precision

M̄ = Re[e iω0tc(t)](sinh2 r − |α|2),

δM = {[Im(e iω0tc(t))]2[|α cosh r − α∗e iφ sinh r |2 + sinh2 r ]

+[Re(e iω0tc(t))]2[|α|2 +
sinh2 2r

2
] +

1− |c(t)|2
2

×(|α|2 + sinh2 r)} 1
2

In the presence of the bound state,
limt→∞ c(t) = Ze−iE0t

min δγ|β=(2
√
N)−1 =

(tN3/4)−1

Z

[
1 +

1− Z 2

2Z 2
N

1
2

] 1
2
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Numerical results

Condition to form the bound state for Ohmic spectrum
J(ω) = ηωe−ω/ωc : ω0 + γ − ηωc < 0 2

ො𝑎2

𝛾

D2

D1

ො𝑎1

BS2

BS1

Input Encoding Detection

FIG. 1. (a) Schematic diagram of quantum metrology based
on Mach-Zehnder interferometer. Two input optical fields
interact at beamsplitter BS1 and propagate along two arms.
The arms are unbalanced by the coupling of one of the fields
to a system with the potential influence of quantum noise,
by which the estimated parameter γ is encoded. The fields
interfere at BS2, after which the output fields are detected
by the detectors D1 and D2. (b) Long-time behavior of |c(t)|
(cyan circles) by solving Eq. (9), which coincides with Z (red
solid line) from the bound-state analysis. The inset shows the
evolution of |c(t)|. (c) Energy spectrum of the whole system
of the optical field and its environment. The bound state
is formed when ωc > (γ + ω0)/η. The parameters s = 1,
γ = πω0, and η = 0.02 are used.

Ideal quantum metrology.—To estimate an unknown
parameter of a quantum system, one generally prepares
an appropriate probe and lets it interact with the system
to encode the parameter information. Then a series of
measurement to certain observable is made to the probe.
The value and the uncertainty of the parameter can be
deduced from the measurement results [8]. Consider ex-
plicitly the estimation of a frequency parameter γ of a
system. We choose two modes of quantized optical fields
with identical frequency ω0 as the probe. The encoding
of γ into the probe can be realized by the time evolution
Û0(γ, t) = exp(−iĤ0t/~) of the probe with

Ĥ0 = ~ω0

∑

m=1,2

â†mâm + ~γâ†2â2, (1)

where the first term is the free Hamiltonian of the two
optical fields and the second one denotes the linear in-
teraction of the second optical field with the system
[11, 25, 60–64]. The evolution governed by Û0(γ, t) ac-
cumulates a phase difference γt between the two fields,
which can be read out by the Mach-Zehnder interferom-
eter. The Mach-Zehnder interferometer consists of two
symmetric beam splitters BS1 and BS2 separated by the
phase shifter Û0(γ, t) in one arm of the light paths and
two detectors D1 and D2 [see Fig. 1(a)] [12]. The intput-
output relation of the two optical fields prepared in |Ψin〉
to the Mach-Zehnder interferometer is

|Ψout〉 = V̂ Û0(γ, t)V̂ |Ψin〉, (2)

where V̂ = exp[iπ4 (â†1â2 + â†2â1)] describes the action
of the beam splitters. The detection results of D1 and

D2 are combined to measure the photon difference M̂ =
â†1â1 − â†2â2 from |Ψout〉 of the quantum probe.

We consider that the input state is a coherent state in
the mode â1 and a squeezed state in the mode â2, i.e.,
|Ψin〉 = D̂â1 Ŝâ2 |0, 0〉, where D̂â = exp(αâ† − α∗â) with
α = |α|eiϕ, Ŝâ = exp[ 1

2 (ξ∗â2 − ξâ†2)] with ξ = reiφ, and
|0, 0〉 is the two-mode vacuum state. The total photon

number of the state is N = 〈Ψin|(â†1â1 + â†2â2)|Ψin〉 =
|α|2 + sinh2 r, which contains the ratio β ≡ sinh2 r/N
from the squeezed optical mode and can be regarded as
a resource of our parameter estimation scheme. Substi-
tuting the initial state into Eq. (2), we can calculate

M̄ = [sinh2 r − |α|2] cos γt, (3)

δM = {cos2 γt[|α|2 + 2 sinh2 r cosh2 r] + sin2 γt

×[
∣∣α cosh r − α∗ sinh reiφ

∣∣2 + sinh2 r]} 1
2 , (4)

where δM = [M2− M̄2]1/2 and •̄ = 〈Ψout|•̂|Ψout〉. They
characterize the statistical distribution of the measure-
ment results to M̂ . Then the best precision of estimating
γ can be evaluated by δγ = δM

|∂M̄/∂γ| as

min δγ =
[(1− β)e−2r + β]

1
2

t
√
N |1− 2β|

, (5)

when φ = 2ϕ and γt = (2m+ 1)π/2 for arbitrary m ∈ Z.
It can be checked that when the squeezing character is

absent, min δγ|β=0 = (tN
1/2
0 )−1 with N0 = |α|2, which is

just the standard quantum limit and coincides with the
shot-noise limit in any classical metrology schemes. The
precision for β 6= 0 can be analytically evaluated in the
regime of N � 1. Substituting e−2r ' 1/(4 sinh2 r) =
1/(4Nβ) in Eq. (5) and optimizing β, we obtain

min δγ|β=(2
√
N)−1 = (tN3/4)−1, (6)

which is called Zeno limit. It beats the standard quan-
tum limit and manifests the significance of the squeezing
character of the input state in the metrology scheme.

Effects of dissipative noises.— In reality, the decoher-
ence effect caused by the unavoidable interaction of the
quantum probe with the quantum noise would obscure
the encoding step and deteriorate the performance of the
quantum parameter estimation. Depending on whether
the probe has energy exchange with the environment, the
decoherence is physically classified into dephasing and
dissipation. As far as the dephasing noise is concerned,
some studies in the atom system have revealed that,
thanks to the non-Markovian effect, the quantum supe-
riority to improve the metrology precision is still present
in the short-encoding-time limit [10, 41, 45]. However, in
the long-encoding-time condition, the quantum advan-
tage to metrology disappears completely. We here focus
on the action of dissipative noise on the optical probe
in the encoding step and evaluate the influence of the
noise on the metrology precision, especially in the long-
encoding-time condition.

4

0 3 6 9 12
0

0.04

0.08

FIG. 2. (a) Evolution of the precision δγ(t) in the absence of
(purple dotdashed line) and in the presence of (cyan solid line)
the bound state, where the local minima match well with the
curve (blue dashed line) of Eq. (14) in long-time condition.
Evolution (b) and dependence on N (c) of the local minima
of δγ(t) in different ωc. The black solid and dashed dot-dot-
dashed lines denote the ZL and the SQL, respectively. Besides
β = (2

√
N)−1, N = 100 in (b), and t = 100ω−1

0 in (c), other
parameters are the same as Fig. 1.

δγ and using Eqs. (10) and (11), we obtain the precision

min δγ|β=(2
√
N)−1 =

(tN3/4)−1

Z
[1 +

1− Z2

2Z2
N

1
2 ]

1
2 , (14)

when t = (2m+1)π
2|ω0−$b| and ϕ = 2φ. It reduces to the Zeno

limit (6) in the ideal case, where Z = 1 and $b = ω0 +γ.
Equation (14) indicates that, even in the long-encoding-
time condition, δγ can still asymptotically tend to the
ideal Zeno limit with Z approaching 1, which can be con-
trolled by manipulating the spectral density J(ω). It is
dramatically different from the Markovian approximate
one, where δγ gets divergent in the long-encoding-time
condition.

Numerical results.—By numerically solving Eq. (9),
we plot in Fig. 1(b) the long-time behavior of the |c(t).
It exactly coincides with Z evaluated from the bound
state analysis.

To verify our finding on the constructive role of the
bound state in retrieving the Zeno limit, we calculate
δγ by numerically solving Eqs. (9) and investigate its
dependence on the system parameters.

Fig.2 illustrates the time evolution of the precision
δγ under different parameters of J(ω). In Fig.2(a), the
solid cyan curve represents the exact evolution of preci-
sion. Oscillating with time, δγ takes its best values as
the envelope of local minima corresponding to the red
dotdashed line. In Fig.2(b) and Fig.2(c), the best val-
ues min(δγ) is adjusted by Fig.2(b) the cutoff frequency

FIG. 3. Minimal precision of min(δγ/ω0) versus the total av-
erage photon number at the input in different (a) ωc choosed
γ = πω0, η = 0.1 and (b) η choosed γ = πω0, ωc = 200ω0.
The encoding time is chosen as large as t = 20.5ω0. The gray
and black lines denote the SQL and the ZL, respectively. The
novel scaling can beat the SQL and approach asymptotically
the ZL, which leads to a significant improvement compared
to classical light.

ωc and Fig.2(c) the dimensionless coupling constant η,
the solid gray curve and solid black curve represent the

ideal case with β = 0 and β =

√
〈N〉

2〈N〉 . One clearly sees

a difference with increasing t. It reveals the significant
influence induced by the non-Markovian memory effect
and squeezed state in noisy quantum metrology. Notice
that, under the long encoding-time condition, min(δγ)
decreases with increasing ωc in Fig.2(b) and min(δγ) de-
creases first decreases and then increases with increasing
η in Fig.2(c).

To study the scaling of estimating, we plot in Fig.3
min(δγ) as function of the total average number of pho-
tons 〈N〉 at the input and 〈N〉 � 1. Setting the encoding
time as large as t = 20.5ω0, Fig.3(a) and Fig.3(b) show
the influence of ωc and η, respectively. One can find that,
in the regime of 〈N〉 � 1, the novel scaling, although this
boundary is always worse than the Heisenberg limit(HL),
can beat the standard quantum limit(SQL) and even ap-
proach asymptotically the Zeno limit(ZL) in ideal case,
thus leading to a significant improvement compared to
classical interferometers.

Now, there is a natural question: What is physi-
cal mechanism? To answer this question, let us ana-
lyze and solve Eqs. (9) analytically. We can neglect
memory effects in the system dynamics, if and only if
the characteristic time scales over which the reservoir
correlation functions decay are much smaller than the
characteristic time scale of the systematic system evolu-
tion, and apply Markovian approximation to Eqs. (9).
We can obtain c(t) = e−i(ω0+γ−δω)t−πJ(ω0+γ)t with

δω = P
∫∞

0
J(ω)

ω−ω0−γ dω. Substituting c(t) in Eqs. (10),

Eqs. (??)and Eqs. (??), we can obtain the very compli-
cated expression of δγ, however, when γt = π

2 ,
3π
2 , · · · ,

δγ ≈ 1
t

{
√
N+

1−|c(t)|2
2|c(t)|2 N}1/2

(N−
√
N)

can be derived. Although the

local optimal operation point are not γt = π
2 ,

3π
2 , · · · ,

it can explain some things. As t increases, |c(t)|2 ap-
proaches asymptotically zero thanks to −πJ(ω0 +γ) and

(b): η = 0.02. (c): ωc = 200ω0. Other parameters are: N̄ = 104 and γ = πω0. Gray line is SQL. Black line is ZL.
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Conclusions

We have studied the effect of the local dissipative
noises on Q. metrology schemes

1 Ramsey spectroscopy
2 Mach-Zehnder interferometer

It is revealed that the precision in the ideal case is
asymptotically recoverable in long encoding-time
condition

It is due to the formation of a bound state between
each system and its Q. noise

The result could be generalized readily to other
estimation scenarios.
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